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Abstract

Reynolds averaged Navier-Stokes methods often

cannot predict shock/turbulence interaction correctly.

This may be because RANS models do not account for

the unsteady motion of the shock wave that is inher-

ent in these interactions. Sinha et al. [Phys. Fluids,

Vol. 15, No. 8 (2003)] propose a shock-unsteadiness

correction that significantly improves turbulence pre-

diction across a normal shock in a uniform mean flow.

In this paper, we generalize the modification to sim-

ulate complex flows using k -ε , k -ω , and Spalart-

Allmaras models. In compression-corner flows, the

corrected k -ε and k -ω models amplify the turbulent

kinetic energy less through the shock compared to the

standard models. This results in improved prediction

of the separation shock location, a delayed reattach-

ment, and a slower recovery of the boundary layer on

the ramp. In the Spalart-Allmaras model, the modifi-

cation amplifies eddy viscosity across the shock, mov-

ing the separation location closer to the experiment.

Introduction

The characteristics of a turbulent boundary layer

in a supersonic flow can be drastically altered by a

shock wave. The interaction can lead to high pres-

sure and heating loads as well as regions of separated

flow. These play an important role in the design and

operation of high-speed aerospace vehicles and propul-

sion systems. Commonly studied flow configurations

include compression ramps, oblique shocks impinging

on boundary layers, transonic airfoils, and single or

double fins on plates.

Engineering prediction of shock-wave / turbulent

boundary layer interaction relies on Reynolds averaged

Navier-Stokes (RANS) simulations. However, signifi-

cant disagreement with experimental data is observed,

especially in the presence of strong shock waves.1,2 In
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compression corner flows with high deflection angle,

for example, the method cannot predict the loca-

tion of the separation shock, the size of the separa-

tion region at the corner, and the mean velocity pro-

files downstream of the interaction.2,3 This may be

due to the high degree of compressibility and rapid

strain rates associated with a shock wave. Conven-

tional turbulence models do not account for these ef-

fects, and therefore yield significant error. Several

modifications have been proposed to improve the pre-

dictions, e.g. realizability constraint,2 compressibil-

ity correction,3,4 length-scale modification4 and rapid

compression correction.4 The outcome of the modifi-

cations vary from model to model and also with test

conditions.

The flow field generated by the interaction of shock

wave with a turbulent boundary layer is inherently un-

steady. As pointed out by Dolling,5 some knowledge of

the unsteadiness is essential to predict the magnitude

and distribution of the mean flow properties. Turbu-

lence models used in RANS methods do not account

for the unsteady motion of the shock. This is identi-

fied as one of the main reasons for their poor perfor-

mance in strong shock-wave/turbulent boundary layer

interactions.6 Therefore, the effect of the shock un-

steadiness needs to be included in RANS simulations.

Sinha et al.7 study the interaction of homogeneous

isotropic turbulence with a normal shock in the RANS

framework. They show that standard k -ε model8

with compressibility corrections9,10 over-predicts the

turbulent kinetic energy, k , behind the shock. Eddy

viscosity corrections based on the realizability con-

straint are shown to improve results, but still do not

correctly predict k behind the shock. Sinha et al.7

identify a damping mechanism caused by the cou-

pling between shock motion and turbulent fluctua-

tions in the incoming flow. They propose a model

for this shock-unsteadiness effect based on an analy-

sis of the linearized conservation equations that gov-

ern shock/homogeneous turbulence interaction. The

model is shown to predict the evolution of turbulent

kinetic energy across the shock accurately. However,

it is strictly applicable only when the mean flow on
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either side of the shock is uniform. The current paper

generalizes the shock-unsteadiness model presented by

Sinha et al.7 to flows with additional mean gradients.

It is then applied to interaction of turbulent boundary

layers with shock waves.

The paper is organized as follows. We start with a

brief description of the governing equations, and the k -

ε , k -ω and Spalart-Allmaras (SA) turbulence models.

The shock-unsteadiness correction proposed by Sinha

et al.7 and its implementation is discussed in detail.

Next, the numerical method used to solve the conser-

vation equations is presented along with the boundary

conditions used in the simulations. This is followed by

the results obtained for the compression corner flows.

Ramp angles of 24◦ , 20◦ and 16◦ are considered, and

the model predictions are compared to experimental

data of Settles and Dodson.11

Simulation methodology

We solve the two-dimensional Favre-averaged Navier-

Stokes equations for the mean flow, as presented in

Ref. 12. The k -ω model of Wilcox,13 the low Reynolds

number k -ε model of Launder and Sharma,8 and the

Spalart-Allmaras model are used for turbulence clo-

sure. The modeled transport equations for the tur-

bulent kinetic energy, the turbulent dissipation rate ε ,

and the specific dissipation rate ω are given in Refs. 8

and 13. The Spalart-Allmaras model14 solves a trans-

port equation for ρ̄ν̃ , where ρ̄ is the mean density

and ν̃ is identical to the turbulent eddy viscosity, νT ,

except in the viscous sub-layer and the buffer region

close to a solid boundary.

Shock-unsteadiness modification to the k -ε and

k -ω models

Sinha et al.7 applied the k -ε model to the interac-

tion of homogeneous isotropic turbulence with a nor-

mal shock wave. They showed that the model exces-

sively amplifies the turbulent kinetic energy through

the shock. This is due to the fact that the production

of k , given by

Pk = µT (2SijSji − 2
3S2

ii) − 2
3 ρ̄kSii (1)

is proportional to S2
ii , which is very large in mag-

nitude in the region of the shock. The produc-

tion of k in the k -ω model is identical to (1), and

therefore it also overly amplifies k across the shock.

Here, Sij = 1
2 (∂ũi/∂xj + ∂ũj/∂xi) is the symmetric

part of the strain rate tensor and ũi is the compo-

nent of the Favre-averaged velocity in the xi direc-

tion. The turbulent eddy viscosity µT is given by

µT = ρ̄k/ω in the k -ω model, and µT = cµfµρ̄k2/ε

in the k -ε formulation, where cµ = 0.09 and fµ =

exp(−3.4/(1. + 0.02Ret)
2) is a damping function.

Here, Ret = ρ̄k2/µε is the turbulent Reynolds number

and µ is the molecular viscosity of the fluid.

Sinha et al.7 argue that the eddy viscosity assump-

tion breaks down in the highly non-equilibrium flow

thfough a shock, and a more accurate amplification of

k is obtained by setting µT = 0 in Eq. (1). They also

note that unsteady shock motion damps the amplifi-

cation of k across a shock. Based on linear analysis

results, they propose the following modification to the

production term in a shock wave,

Pk = − 2
3 ρ̄kSii (1 − b′1) (2)

where

b′1 = 0.4
(
1 − e1−M1n

)
(3)

represents the damping effect caused by the coupling

between the shock unsteadiness and the upstream ve-

locity fluctuations. Here, M1n is the upstream Mach

number normal to the shock. The above model is

shown to accurately predict the amplification of k in

shock/homogeneous turbulence interactions.7

The amount of turbulence in a boundary layer

directly affects flow separation in adverse pressure

gradient. Higher turbulence levels delay separation,

which may explain why simulations using k -ω and k -

ε models predict later separation than what is observed

in experiments.2,15 Lower production of k in the shock

due to shock-unsteadiness effect is therefore expected

to improve results. In order to match the production

of k in the shock to the value prescribed by Eq. (2),

we replace µT in Eq. (1) by c′µ µT where

c′µ = 1 − fs

[
1 +

b′1/
√

3

s

]
(4)

for the k -ω model. Here s = S/ω is a dimensionless

mean strain rate, and S =
√

2SijSji − 2
3S2

ii . For the

k -ε model,

c′µ = 1 − fs

[
1 +

b′1/
√

3

scµfµ

]
(5)

where s = Sk/ε̃ and ε̃ = ε+2ν(∂
√

k/∂xj)
2 is the total

dissipation rate obtained by adding the low Reynolds

number term in the k -equation to the turbulent dissi-

pation rate.8 The function fs identifies the region of

the shock wave in terms of the ratio Sii/S .

fs = 1
2 − 1

2 tanh(5Sii/S + 3) (6)
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such that fs = 1 in regions of high compression and

fs = 0 otherwise. Note that the exact form of fs was

obtained by trial and error.

Shock-unsteadiness modification to SA model

In the Spalart-Allmaras model, the mean flow influ-

ences the turbulence field via the production term that

is a function of the mean vorticity. Therefore, the eddy

viscosity is insensitive to mean dilatation in a shock

wave. However, the mean vorticity field in a turbulent

boundary layer changes across a shock wave. This can

alter the production term, and thus can change ν̃ in

the vicinity of the shock. In a 24◦ compression cor-

ner flow, for example, the interaction of a turbulent

boundary layer with an oblique shock results in a small

increase in ν̃ (less than 5% of the local ν̃ magnitude).

Interaction with a shock wave enhances the turbu-

lent fluctuations in a flow. Sinha et al.7 propose the

following model for the amplification of k and ε across

a shock wave.

k2

k1
=

(
ũn,1

ũn,2

) 2
3 (1−b′

1
)

and
ε2
ε1

=

(
ũn,1

ũn,2

) 2
3 cε1

where subscripts 1 and 2 refer to the locations up-

stream and downstream of the shock, respectively,

and ũn is the mean velocity component normal to

the shock. b′1 represents the effect of the shock-

unsteadiness, given by (3), and cε1 = 1.25+0.2(M1n−
1). Noting that νT ∝ k2/ε , the change in νT or ν̃

across a shock can be estimated as

ν̃2

ν̃1
=

(
k2

k1

)2
ε1
ε2

=

(
ũ1

ũ2

)c′
b1

where c′b1 = 4
3 (1− b′1)− 2

3cε1 . This can be achieved by

a production term of the form −c′b1ρ̄ν̃Sii in the trans-

port equation for ρ̄ν̃ . Note that this additional term

is effective only in regions of strong compression, and

therefore does not alter the standard Spalart-Allmaras

model elsewhere.

Numerical method

The governing equations are discretized in a finite

volume formulation where the inviscid fluxes are com-

puted using a modified form of the Steger-Warming

flux splitting approach.16 The turbulence model equa-

tions are fully coupled to the mean flow equations. The

details of the formulation are given in Ref. 17 . The

method is second order accurate both in stream-wise

and wall normal directions. The viscous fluxes and

the turbulent source terms are evaluated using second

order accurate central difference methods. The im-

plicit Data Parallel Line Relaxation method of Wright

et al.18 is used to obtain steady-state solutions.

Boundary conditions

Inlet profiles for the computations are obtained

from separate flat plate simulations using the stan-

dard k -ω , k -ε and SA models discussed above. The

value of the momentum thickness reported in the

experiments11 is matched to obtain the mean flow and

turbulence profiles at the inlet boundary of the com-

pression ramp simulations.

Nominal test section conditions reported in the ex-

periments are specified in the free stream, and no-slip

isothermal boundary condition (based on wall temper-

ature measurements) is applied on solid walls. For

the turbulence model equations, the boundary con-

ditions at the wall are k = 0, ε = 0, ν̃ = 0 and

ω = 60νw/β∆y2
1 , where νw is the kinematic viscosity

at the wall, β = 3/40 is a model constant and ∆y1

is the distance to the next point away from the wall.

Following Menter,19 the free stream conditions used

for the flat plate simulations with the k -ω model are

ω∞ = 10 U∞/L , k∞ = 0.01 ν∞ω∞

where L = 1 m is a characteristic length of the plate

and the subscript ∞ denotes the freestream condi-

tions. In case of the k -ε model,

k∞ = 0.002 U2
∞

, ε∞ = 0.1 cµρ∞k2
∞

/µ∞

are used in the freestream. For the compression ramp

simulations, k , ε and ω values at the boundary layer

edge in the inlet profile are prescribed as the free

stream conditions at the top boundary. A supersonic

extrapolation is used at the exit boundary of the do-

main.

Simulation Results

We compute the three compression ramp flows

listed in Table I. The standard k -ω , k -ε and SA mod-

els as well as the models with the shock-unsteadiness

modification are used in the simulations. Experimen-

tal measurement of surface pressure, skin friction co-

efficient and mean velocity profiles at several stream-

wise locations in these flows are presented by Settles

and Dodson.11 The standard k -ω and k -ε model re-

sults show similar trends, and the effect of the shock-

unsteadiness correction is comparable in these two

models. Therefore, the simulations using the k -ω and

k -ε model are described first. This is followed by the

SA model results.
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Ramp angle 24◦ 20◦ 16◦

Mach number 2.84 2.80 2.85

Freestream temperature (K) 100.3 102.3 102.1

Freestream density (kg/m3 ) 0.83 0.88 0.82

Freestream velocity (m/s) 570 568 578

Wall temperature (K) 276.1 273.9 282.0

Boundary layer thickness (m) 0.024 0.025 0.026

Momentum thickness (m) 0.0012 0.0013 0.0013

Table I. Free stream conditions and characteristics of

the incoming turbulent boundary for the compression

ramp flows.

24◦ compression ramp

In the 24◦ compression corner simulations, the com-

putational domain consists of a 10 cm flat plate fol-

lowed by a 15 cm long ramp, and extends to 5 cm

above the plate at the inlet location. The grid con-

sists of 120 equispaced points in the stream-wise di-

rection and 100 exponentially stretched points in the

wall normal direction. The first point is located 0.002

mm from the wall which is equivalent to 0.6 wall units

or less along the solid wall. This grid is found to be

sufficient to obtain grid independent solutions.

The surface pressure distribution and the skin fric-

tion coefficient cf computed using the standard k -

ω and k -ε models is shown in Fig. 1. Experimental

data11 are also plotted for comparison. The stream-

wise distance s along the plate and the ramp is nor-

malized by the incoming boundary layer thickness δ0 ,

where s = 0 represents the corner. The model results

are similar to those reported in literature.2,15 Both

models predict the separation shock location down-

stream of the experiment. The k -ω model matches

the pressure plateau in the separation region, whereas

the k -ε model overpredicts it by about 15%. The sub-

sequent pressure rise on the ramp is also overpredicted

by both models. The skin friction plot shows that the

models predict a later separation than the experiment.

The reattachment location is also downstream of the

experimental data. The k -ε model greatly overpre-

dicts cf on the ramp, whereas the k -ω model yields

good agreement with the measurements downstream

of reattachment.

Next, we apply the shock-unsteadiness correction

to this flow. The modification is effective only in the

separation shock as identified by Sii/S < −0.3 (see

Fig. 2). In the region of the shock wave that pen-

etrates the incoming boundary layer (y < δ0 ), the

Mach number normal to the shock varies between 1.2

s/δ0
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∞
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Figure 1. Variation of (a) normalized surface pres-
sure, and (b) skin friction coefficient along a 24◦ com-
pression corner obtained using the standard and mod-
ified k -ω and k -ε models.

and 1.6. M1n ' 1.2 close to the wall and it attains

higher values at the boundary layer edge. The local

value of M1n is used to evaluate the damping param-

eter b′1 at each point in the shock. Note that M1n

is computed by taking a dot product of the stream-

wise Mach number in the incoming boundary layer

with the pressure gradient vector in the shock wave.

Figure 3 shows the variation of k along a streamline

originating at y/δ0 = 0.2 in the incoming boundary

layer. The turbulent kinetic energy is normalized by

its value upstream of the separation location. The

standard k -ω model amplifies k by a factor of 2.8

across the separation shock (at x ' −0.8δ0 ) that is

followed by further increase in the shear layer enclos-

ing the separated flow region at the corner. The high-

est value of k is attained in the reattachment region

and k decreases as the boundary layer recovers to

an equilibrium state on the ramp. Using the shock-
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unsteadiness correction in the k -ω model we get a

much smaller increase in k across the separation shock

at x ' −1.5δ0 . This is because of the lower production

of turbulence caused by the shock-unsteadiness correc-

tion. The modification reduces Pk by up to 80% of

the value predicted by the original k -ω model. Also,

note that the shock-unsteadiness modification is ap-

plied only in the region of the shock wave as identified

in Fig. 2, and its effect on k is localized to this region.

The variation of k downstream of the shock is sim-

ilar in both the standard and modified k -ω models.

Applying the shock-unsteadiness modification in the

k -ε model yields lower amplification of k across the

shock similar to that shown in Fig. 3.

A lower amplification of k across the shock caused

by the shock-unsteadiness modification moves the sep-

x/δ0

y/
δ 0

-1 -0.5 0

0

0.2

0.4

0.6

0.8

1

Sii/S = -0.3

-0.7

Figure 2. Contours of Sii/S (-0.3,-0.4,...,-0.7) shown
by dotted lines and some representative streamlines in
the k -ω simulation of a 24◦ compression ramp flow.

x/δ0

k
/k

0

-3 -2 -1 0 1 2 30

2

4

6

8

10

12

Standard k-ω

Modified
k-ω

Figure 3. Variation of turbulent kinetic energy along
a streamline originating at y/δ0 = 0.2 in the k -
ω simulation of a 24◦ compression ramp flow.

aration point upstream and the model predictions

match the experimental location of the pressure rise

well (see Fig. 1(a)). The modification results in a

higher pressure plateau than the corresponding stan-

dard model, and reproduces the experimental pres-

sure rise on the ramp accurately. The drop in cf at

s ' −2δ0 as predicted by the modified k -ω and k -

ε models (see Fig. 1(b)) agree well with the experimen-

tal measurements, but the size of the separation re-

gion is overpredicted. Finally, the modification yields

a lower cf on the ramp as compared to the standard

models.

The mean velocity profiles at different streamwise

locations computed using the standard and modified

k -ω models are shown in Fig. 4. Both models match

the experimental data in the incoming boundary layer

at s/δ0 = −2.76. The shock-unsteadiness correction

y/
δ 0

0

0.5

1

∼

s/δ0 = -2.76

∼

s/δ0 = -1.33

∼

s/δ0 = -0.44

∼

s/δ0 = 0.44

∼

s/δ0 = 1.33

y/
δ 0

0

0.5

1

∼

s/δ0 = 0

u/U∞

y/
δ 0

0 10

0.5

1

∼

s/δ0 = 2.65

u/U∞
0 1∼

s/δ0 = 4.42

u/U∞
0 1∼

s/δ0 = 6.18

Figure 4. Comparison of mean velocity profiles ob-
tained using the standard k -ω model ( ) and the
shock-unsteadiness modification (− −−) with exper-
imental data (◦) in a 24◦ compression ramp flow.
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s/δ0

-4 -2 0 2 40

1

2

3

4

5

s/δ0

p w
/p

∞

-4 -2 0 2 40

1

2

3

4

5

standard k-ε

expt.
Thivet

Durbin

Shih

modified k-ε

Figure 5. Normalized surface pressure distribution
in the 24◦ compression-corner flow as computed by
the standard k -ε model and different realizable k -
ε models.

results in better prediction of the velocity profiles near

the separation location than the original k -ω model.

Most notably, the outer part of the boundary layer

at s/δ0 = −1.33,−0.44 and 0 are reproduced well.

However, the modification results in a larger recircula-

tion region than the experiment, and therefore predicts

lower velocity close to the wall. This also results in a

slower recovery of the boundary layer on the ramp as

compared to the standard k -ω model. Note that the

velocity profiles obtained using the standard and mod-

ified k -ε models, not shown here, are very similar to

those in Fig. 4.

As pointed out earlier, the Mach number normal

to the shock varies between 1.2 and 1.6 in the region

of the shock that penetrates the boundary layer. Us-

ing an average value of M1n = 1.4 to evaluate b′1 in

the entire region of the shock wave results in identi-

cal results to that obtained using the exact variation

of M1n . Also, there is very little sensitivity of the

simulation results to the value of M1n in this range

(1.2 ≤ M1n ≤ 1.6).

Another way to suppress the amplification of tur-

bulence across the shock is to use the realizability con-

straint, 0 ≤ ũ′′

i u′′

i ≤ 2k . Different realizable models

have been proposed in the literature. Here, we use

the models presented by Durbin,20 Thivet et al.21 ,

and Shih et al.22 to compute the 24◦ compression-

corner flow. The normalized pressure distribution in

Fig. 5 shows that all the realizable models yield some

improvement over the standard k -ε model. However,

the results are highly dependent on the specific form

of the realizability correction used. Durbin’s model20

moves the separation shock location upstream by a

small amount, whereas the model by Thivet et al.21

predicts the shock location upstream of the experi-

mental data. The realizable model by Shih et al.22 is

found to match experimental data well (also see Ref. 2

) and its prediction is similar to the k -ε model with

shock-unsteadiness modification. Note that the cor-

rection term (2) satisfies the realizability constraint

because the normal Reynolds stresses in the shock are

modeled as 2
3 ρ̄k (obtained using µT = 0).

20◦ compression ramp

We next apply the shock-unsteadiness modification

to a 20◦ compression ramp flow. An average value

of upstream normal Mach number M1n = 1.4 is used

to compute the model coefficient b′1 in the region of

the shock wave. Based on the results in the 24◦ case,

we do not expect the model predictions to be very

sensitive to the value of M1n used in Eq. (3). The

simulation results are shown in Figs. 6 and 7 along

with experimental data by Settles and Dodson.11 Note

that the computational domain and grid used in this

flow are very similar to those in the 24◦ case.

The location of the separation shock pressure rise

as predicted by the standard k -ω and k -ε models

is much downstream of the experimental data (see

Fig. 6(a)). The shock-unsteadiness correction moves

the separation shock upstream. The effect of the mod-

ification is small in the k -ω simulation whereas the

modified k -ε model yields a separation shock location

that compares much better with the data. Also note

that the modified k -ε model results in a higher pres-

sure plateau in the separation region that is similar

to the 24◦ case. All the models agree well with the

pressure measurements on the ramp.

The skin friction data in Fig. 6(b) follows a pattern

similar to that obtained in the 24◦ ramp flow. The

standard k -ω and k -ε models predict a smaller sepa-

ration region than the experiment. By comparison, the

shock-unsteadiness modification yields a good agree-

ment with the measured separation location for both

the models. However, none of the models match the

decrease of cf on the plate (s ' −0.8 δ0 ). The correc-

tion also leads to later reattachment and a lower skin

friction on the ramp as compared to the standard mod-

els. Note that the modified k -ω model matches the ex-

perimental skin friction on the ramp up to s ' 2.5 δ0 .

The mean velocity profiles obtained using the stan-

dard and modified k -ε models are compared with ex-

perimental measurements in Fig. 7. The trends are

similar to the 24◦ compression ramp flow presented

above. The most significant improvement caused by

the shock-unsteadiness modification is in the vicinity
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Figure 6. Variation of (a) normalized surface pres-
sure, and (b) skin friction coefficient along a 20◦ com-
pression corner obtained using the standard and mod-
ified k -ω and k -ε models.

of the separation point. Specifically, at s = −0.44 δ0 ,

an attached boundary layer is obtained using the stan-

dard k -ε model whereas the modification predicts sep-

arated flow that is close to the experimental data. The

modified k -ε model also reproduces the location of the

shock wave well, as seen in the velocity variation in the

outer part of the boundary layer at the corner and at

s = 0.16 δ0 . Finally, the correction results in a slower

recovery of the boundary layer on the ramp. The k -

ω model results, not shown here, are similar to those

presented in Fig. 7 but the improvement caused by

the shock-unsteadiness modification in the k -ω model

is smaller than the k -ε results.

16◦ compression ramp

The flow over a 16◦ compression ramp is simulated

using the standard and modified models, and the re-

sults are shown in Figs. 8 and 9. The computational
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Figure 7. Comparison of mean velocity profiles ob-
tained using the standard k -ε model ( ) and the
shock-unsteadiness modification (− −−) with exper-
imental data (◦) in a 20◦ compression ramp flow.

domain and grid used in these simulations are very

similar to the 24◦ case. An exception is the k -

ε simulation which requires substantially higher res-

olution at the corner. Streamwise grid spacing of 0.2

mm in this region is used to reproduce a small separa-

tion region at the corner. The reference quantities for

this test case are listed in Table I. An average value

of M1n = 1.3 is used in this flow for evaluating the

shock-unsteadiness correction.

The flow in this case is near incipient separa-

tion, such that the pressure variation (Fig. 8(a))

does not have a distinct pressure plateau that is ob-

served at high ramp angles. All the models reproduce

the experimental pressure measurements accurately,

which points to the fact that the effect of the shock-

unsteadiness correction on the pressure distribution is
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Figure 8. Variation of (a) normalized surface pres-
sure, and (b) skin friction coefficient along a 16◦ com-
pression corner obtained using the standard and mod-
ified k -ω and k -ε models.

negligible for small ramp angles. The skin friction co-

efficient (Fig. 8(b)) shows a small region of separated

flow at the corner. The standard and modified mod-

els yield almost identical results on the plate (s < 0)

that agree well with the experimental data. However,

the model predictions differ in the recovery region on

the ramp. The standard k -ε model over-predicts the

skin friction whereas the standard k -ω model matches

the experimental data. The shock-unsteadiness modi-

fication results in lower cf for both the models. The

mean velocity profiles in Fig. 9 show that both the

standard and modified k -ε models agree well with the

experimental data. There is negligible effect of the

shock-unsteadiness modification on the k -ε results ex-

cept for the near wall region on the ramp. The mod-

ified k -ε model yields a less full velocity profile close

to the wall than the standard model. The k -ω results

show a similar trend.

y/
δ 0

0

0.5

1

∼

s/δ0 = -0.25

∼

s/δ0 = 0

∼

s/δ0 = 0.25

u/U∞
∼

s/δ0 = 2.82

u/U∞

y/
δ 0

0

0.5

1

∼

s/δ0 = 0.74

u/U∞
∼

s/δ0 = 1.47

Figure 9. Comparison of mean velocity profiles ob-
tained using the standard k -ε model ( ) and the
shock-unsteadiness modification (− −−) with exper-
imental data (◦) in a 16◦ compression ramp flow.

Spalart-Allmaras model results

The effect of the shock-unsteadiness modification to

the Spalart-Allmaras model is tested in a 24◦ compres-

sion corner flow (see Table I). The results are shown in

Fig. 10. The standard SA model predicts the separa-

tion shock location significantly upstream of the exper-

iment. The pressure plateau is over-predicted and the

pressure on the ramp is lower than the experimental

data. The skin-friction coefficient drops below the flat

plate value of 0.0011 at s/δ0 ' −2.7 that is upstream

of the onset of separation in the experiment. The stan-

dard SA model also predicts a large separation region

and cf on the ramp is much lower than the exper-

imental measurement. The production due to shock

in the SA model results in higher eddy viscosity be-

hind the separation shock compared to the standard

model. Note that M1n = 1.4 yields c′b1 = 0.27 in this

flow. Higher turbulent viscosity moves the separation

point closer to the experiment, but the modification

is not enough to match the location of the separa-

tion shock. A higher value of c′b1 = 0.7 gives much

better agreement with the experimental pressure mea-

surement, both near the separation location as well as

on the ramp. Using c′b1 = 0.7 also matches the drop

in cf at s/δ0 = −2. The modification increases cf on

the ramp but the results are significantly lower than

the experimental data.
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Figure 10. Variation of (a) normalized surface pres-
sure, and (b) skin friction coefficient along a 24◦ com-
pression corner obtained using the standard and mod-
ified Spalart-Allmaras models.

Conclusions

In this paper, we generalize the shock-unsteadiness

modification proposed by Sinha et al.7 and apply it

to k -ε , k -ω and Spalart-Allmaras turbulence mod-

els. The effect of the correction is evaluated in flows

involving shock-wave/turbulent boundary layer inter-

action. Compression-corner flows with three deflection

angles, namely, 24◦ , 20◦ , and 16◦ , are considered for

which experimental data is provided by Settles and

Dodson.11 Standard k -ε and k -ω models predict later

separation in these flows than the experiments which

may be caused by excessive amplification of the turbu-

lent kinetic energy, k , through the separation shock.

The shock-unsteadiness modification damps the ampli-

fication of k through the shock and results in earlier

separation that matches experimental data better than

the standard models. Also, the effect of the correction

is found to decrease with the deflection angle such that

it does not alter the separation location over low ramp

angles where the standard models perform satisfacto-

rily. However, the correction delays reattachment and

results in an overly slow recovery of the boundary layer

on the ramp. In the Spalart-Allmaras model, the mod-

ification amplifies eddy viscosity across the shock that

moves the separation location closer to the experiment.

Both the standard and modified SA models yield low

values of skin friction coefficient on the ramp. Thus,

while there remain some differences with experimen-

tal data, the proposed correction noticeably improves

model predictions.
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