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Abstract

Wind turbines are typically operated to maximize their own performance without

considering the impact of wake effects on nearby turbines. There is the potential to

increase total power and reduce structural loads by properly coordinating the indi-

vidual turbines in a wind farm. The effective design and analysis of such coordinated

controllers requires turbine wake models of sufficient accuracy but low computational

complexity. First, we formulate a coordinated control problem for a two-turbine ar-

ray. Next, we review several simulation tools that range from low-fidelity, quasi-static

models to high-fidelity, computational fluid dynamic models. These tools are com-

pared by evaluating the power, loads, and flow characteristics for the coordinated

two-turbine array. The results highlight the advantages and disadvantages of existing

wake models for design and analysis of coordinated wind farm controllers. Finally, a

dynamic medium fidelity wake model is constructed and compared to experimental

results obtained from LiDAR wake measurements of the Clipper Turbine in UMore

Park, Rosemount, MN.
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Chapter 1

Introduction

Many states in the United States have set renewable portfolio standards that man-

date renewable energy targets. For example, Minnesota has a target of 25% renewable

energy by 2025 [1]. Wind energy is a fast growing source of renewable energy, there-

fore it is a key component to meet these standards. Achieving these targets requires

increasing the efficiency and reducing the overall costs of wind energy. In particular,

increasing the power capture efficiency of existing wind farms is critical as suitable

land for turbines is decreasing. In addition, reducing structural loads on turbines will

improve the economic competitiveness of wind energy by reducing the operation and

maintenance costs.

Normally, wind turbines are controlled individually to maximize their own perfor-

mance. Many studies have shown that operating all turbines in a wind farm at

their optimal operating point leads to suboptimal performance of the overall wind

farm [2], [3], [4], [5], [6], [7], [8]. An improved understanding of the aerodynamic in-

teractions between turbines can aid in the design of enhanced control strategies that

coordinate all turbines in a farm. The papers cited above present coordinated turbine

control strategies with the aim of increasing the total wind farm power and, in some

cases, reducing the structural loads. Essentially, the idea is that derating the lead

turbine results in higher wind speeds for downstream turbines. Proper derating can

result in a higher total power than simply operating each turbine at its own peak

efficiency.
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Most prior work on coordinated turbine control has used simplified actuator disk mod-

els for the design and analysis. More accurate wake modeling is necessary to help

understand and quantify the aerodynamic interactions in a wind farm. A variety of

wake models exist in literature that are useful for studying wind farm control. The

simplest models are the Park model [9] and the eddy viscosity model [10]. These mod-

els provide a quick, preliminary description of the wake interactions in a wind farm.

Also, there are various medium-fidelity tools, including the Dynamic Wake Meander-

ing (DWM) model [11] and variations of the actuator disk model [12], [13], [14]. These

medium-fidelity models give a more detailed description of the wake at a low com-

putational cost. Finally, several high-fidelity computational fluid dynamics (CFD)

models have been developed, e.g., [15], [16]. These high-fidelity models are the most

accurate tools and can be used for evaluating wind farm controllers. However, they

are computationally expensive.

Once these wake models are developed, there are limited resources in model valida-

tion. The University of Minnesota has a 2.5MW Clipper Turbine located in UMore

Park, Rosemount, MN. Using a WINDCUBETM LiDAR, we can take measurements

in the wake at various downstream distances, under varying wind conditions, and

compare the results with these wake models.

This thesis investigates several wake models of varying fidelity and addresses their

potential for control designs and analysis for optimal wind farm performance. To

highlight the features of the various wake models, the focus is restricted to the coor-

dination of a two-turbine array aligned with the wind. As a result, yaw misalignment

and the superposition of multiple wakes are not considered in this thesis. See [17]

for details regarding these topics. The first section formulates the coordinated con-

trol problem for the two-turbine array, which includes a description of single turbine

control, a discussion on the theoretical maximum performance of wind turbines, and

wake characteristics. The next section provides detailed descriptions for each wake

model considered in this thesis. This thesis is not intended to compare all existing

wake models. Instead, candidate models are selected for comparison based on the

rough categorization of low, medium, and high fidelity. In addition, the models inves-

tigated here are available to the public. This thesis provides simulation results, and

comparisons using the selected wake models. The results highlight the advantages and
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disadvantages of each model. The final section of this thesis addresses preliminary

model validation done using the Clipper turbine, specifically comparing experimental

results to medium fidelity wake models. Conclusions and suggestions for future work

are given at the end.
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Chapter 2

Background

2.1 Single Turbine Operation

This section reviews the operation and control of a single turbine. Additional details

and references can be found in [18], [19], [20]. Utility-scale turbines have several

inputs that can be controlled to increase the captured power and reduce structural

loads. These inputs include generator torque, τg, and blade pitch, β, at varying

wind speeds, u, which can control the rotor speed of the turbine, ω. In general, the

generator torque is varied at low wind speeds to maximize power captured. At high

wind speeds, the blade pitch angle is used to mitigate mechanical and electrical loads.

The power captured by a single turbine can be expressed by:

P =
1

2
ρAu3CP (β, λ) (2.1)

where ρ [kg/m3] is the air density, A [m2] is the area swept by the rotor, u [m/s] is

the wind speed perpendicular to the rotor plane, and CP [unitless] is the power coef-

ficient. The power coefficient is the fraction of available power in the wind captured

by the wind turbine. CP is a function of blade pitch angle, β [rad] and nondimen-

sional tip-speed-ratio (TSR). Figure 2.1 is the normalized CP curve of the 2.5 MW

Clipper Turbine located in UMore Park. The peak efficiency has been normalized for

proprietary reasons.

The standard turbine controller, with torque and blade pitch as inputs, can be split

into 3 regions: Region 1, Region 2, and Region 3, see Figure 2.2. In Region 1,
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Figure 2.1: Cp Curve of the 2.5MW Clipper Turbine at UMore Park, Minnesota

the turbine does not produce any power because the wind speed is not sufficient to

operate. Once the wind reaches the cut-in speed, the turbine enters Region 2. In

this region, the turbine keeps the blades fixed at an optimal blade pitch angle and

maximizes the generator torque to maximize the power of the turbine. Lastly, when

the wind reaches the rated wind speed, the turbine is producing the maximum power

that it is allowed to produce. In this region, the power is held constant by fixing the

generator torque. The blades are pitched to minimize structural loads and maintain

a constant rotor speed. The specifics of the controller operations in each region are

addressed below.

Figure 2.2: Regions of Wind Turbine Operation.

In Region 2, the controller typically used is a generator torque controller. The dy-

namics of the turbine are modeled as a single degree-of-freedom rotational system:
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ω̇ =
1

J
(τaero − τg) (2.2)

where ω̇ [rad/s2] is the angular acceleration, τaero [Nm] is the aerodynamic torque, and

τg [Nm] is the generator torque. The power captured by a turbine can be expressed

in terms of rotor speed by:

P = τaeroω (2.3)

Using this relationship, the aerodynamic torque can be rewritten as:

τaero =
P

ω
=
ρAu3CP (β, λ)

2ω
(2.4)

The objective of a generator torque controller is to maximize power. This is done by

maintaining an optimal blade pitch angle, β∗ and TSR, λ∗. The blade pitch angle is

held fixed at β∗, and the generator torque is controlled to achieve λ∗ in varying wind

conditions, Figure 2.3. The generator torque can be computed using the standard

control law:

τg = Kgω
2 (2.5)

where Kg =
CP∗ρAR

5

2λ3∗N
and N is the gearbox ratio. If Kg is chosen properly, the

power from the turbine will converge to CP∗ in steady winds. In turbulent winds,

the turbine will cycle around the peak λ∗. Substituting τaero and τg into the single

degree-of-freedom rotational system, it can be shown that the turbine will converge

to toward the desired operating point CP∗(β∗, λ∗)

In Region 3, the turbine controller holds the generator torque constant and pitches

the blades to keep the rotor speed constant at its rated speed and minimize structural

loads.

It is common to use a proportional-integral or proportional-integral-derivative con-

troller for blade pitch control [18], [19]:
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Figure 2.3: Block Diagram of a Standard Generator Torque Controller.

Figure 2.4: Block Diagram of a Standard Blade Pitch Controller.

β(t) = KP e(t) +Ki

∫ t

0

e(τ)dτ +Kdė(t) (2.6)

e(t) = ωrated(t)− ω(t) (2.7)

where Kp, Ki, and Kd are constants that can be chosen based on the desired perfor-

mance of the turbine in this region. e is the difference between the rated rotor speed,

ωrated, and the actual rotor speed. The blade pitch controller computes a blade pitch

that will try to minimize e.

The performance of a single turbine can be simulated using the FAST model de-

veloped by the National Renewable Energy Laboratory (NREL) [21]. FAST is a

nonlinear simulation package that models the dominant structural modes for a wind

turbine, e.g., tower and blade bending modes. In addition, the aerodynamics forces

on the blade are modeled using blade element theory. FAST can determine the power

production and loading characteristics experienced by a single turbine for a given

wind profile. However, it does not include the capability to model the effect of the

turbine on the airflow including downstream wakes.

7



2.2 The Lanchester-Betz-Joukowsky Limit: Single Turbine

Performance

The maximum theoretical performance of a single turbine had been derived sepa-

rately by Fredrick Lanchester, Albert Betz, and Nikolai Joukowsky in the early 1900s

using an idealized actuator disk, i.e. independent of turbine design [22]. Consider a

streamtube with an initial velocity, u1, and a velocity behind the turbine, u2 (Figure

2.5). The turbine is represented by an actuator disk, S. If a turbine extracted 100% of

the power out of the wind, the velocity behind the turbine would be 0 m/s, effectively

blocking any wind from flowing through the turbine. Therefore, the velocity behind

the turbine has to be nonzero for wind to flow through, but less than the initial ve-

locity. The streamtube expands due to conservation of mass.

Figure 2.5: Streamtube Control Volume of a Turbine.

Using conservation of mass and momentum, it has been shown that the maximum

power coefficient that a turbine can achieve is 0.593 or 59.3% of the power in the

wind can be extracted by the turbine. See [20] for full derivation. In practice, utility

scale turbines usually have a power coefficient around 0.4 to 0.5.

2.3 Wake Characteristics

The wind turbine operation creates a trailing wake that can be divided into two re-

gions: the near wake and the far wake (Figure 2.6). The near wake is defined as the

region that is 1 to 5 diameters downstream of the turbine where characteristics of

the flow field are determined by the turbine geometry. The flow is driven by a strong

nonzero pressure gradient and strong turbulence caused by tip vortices and separation

of the flow at the blade edges. In addition, there is a strong acceleration around the
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nacelle of the turbine that produces a velocity profile with a faster velocity in the

center of the wake. The tip vortices break down at about 4 diameters downstream,

making the transition from the near wake to the far wake.

Figure 2.6: Definition of Near and Far Wake of a Single Turbine.

In the far wake, the pressure gradient becomes less significant, and the wake is less

dependent on the turbine geometry and more on topographic effects. In this region,

the tip vortices breakdown due to viscosity and induce mixing, which enhances the

viscous effects. This mixing entrains fluid from outside the wake and causes the wake

to recover to freestream velocity far downstream. As this wake recovers, it takes on

a Gaussian-like profile. This region becomes approximately axisymmetric and self-

similar, i.e., the wake at distances downstream take on a similar shape, making the

wake easier to model [23]. This shape is independent of the geometry of the turbine.

In this case, the thin boundary layer equations provide a useful approximation. The

thin boundary layer equations are further addressed in the Wake Model Implemen-

tation section under the Dynamic Wake Meandering Model.

2.3.1 Turbine Modeling

A model of the turbine interaction with the flow field is required to simulate the

downstream wake. As previously noted, the standard implementation of the FAST

simulation package does not include such a model. Two alternative models are con-

sidered in this paper. Both of these models can interface with FAST. The first model

is an actuator disk [23]. This is a porous disk that can be modeled having constant,
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radial, or variable loading that influence the flow field. The advantage to using the

actuator disk is that the blades of the turbine do not need to be modeled, which

reduces the overall computation time.

The second more complex model is the actuator line [23]. This model takes finites

sections of the rotating blade and calculates the airfoil lift and drag forces as they act

on the flow. The lift and drag forces depend on the blade airfoil geometry and flow

conditions. Nondimensional lift and drag are typically stored in a look-up table as a

function of the angle of attack between airflow and blade chord. This model can take

considerably more computing time. Both the actuator disk and actuator line models

can be used in CFD wake models.

2.4 Two-Turbine Modelling

This section addresses axial induction control as a way to coordinate a two-turbine

array. When looking at coordinated control of wind turbines, yaw control and wake

superposition play an important role and have been addressed in the literature, but

are not considered here. For additional information on yaw control, see [17]. For

additional information on wake superposition, see [5].

2.4.1 Axial Induction Control

This section focuses on axial induction control for two-turbine array shown in Figure

2.7.

Let P1 and P2 denote the power from Turbines 1 and 2, respectively. As described

previously, the power generated by the first turbine depends on the inflow wind speed

as well as the blade pitch 1 and TSR, 1, for the turbine. The inflow speed for the first

turbine is approximately equal to the free-stream velocity, i.e., u = U∞, hence the

power generated by Turbine 1 can be expressed as P1(β1, λ1, Uinfty). The operation of

Turbine 1 disturbs the flow and this impacts the operation of the downstream turbine,

i.e., Turbine 2. Specifically, the flow impacting the rotor on Turbine 2 depends on the

blade pitch and TSR of Turbine 1. Thus the averaged power generated by Turbine

2 has a functional form of P2(β1, λ1, β2, λ2, U∞). The precise relationship describing

the aerodynamic coupling between the turbines depends on the model used for the

near/far wake. The total power generated by the two-turbine array is thus given by:

10



Figure 2.7: Two Turbine Setup for Coordinated Control.

Ptot(β, λ, Uinfty) = P1(β1, λ1, Uinfty) + P2(β, λ, Uinfty) (2.8)

where the vectors β := [β1, β2]
T and λ := [λ1, λ2]

T are defined to simplify the notation.

The main objective of axial induction control is to maximize the total average power

output:

max
β,λ

Ptot(β, λ, Uinfty) (2.9)

This problem formulation assumes a constant free-stream velocity Uinfty, which is

essentially a steady-state formulation. A low-level generator torque control law can

be used to regulate the turbine to the optimal TSR. A more realistic formulation

treats the free-stream velocity as unsteady and turbulent. In this case, the objective

is to maximize the average power generated by the two-turbine array. Moreover,

the unsteady flow causes significant structural loads on the tower and blades of both

turbines. Thus the formulation can be extended to include constraints on the loads.

Alternatively, additional terms can be included in the objective function to trade off

the power capture and loads.

The power maximization problem is difficult to solve as it involves complicated models

of the turbine operation and wake interactions. As a result, previous work on turbine

coordination [2], [3], [4], [5] has focused on simplified models for the turbine operation.
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In particular, the induction factor for a single turbine is defined as a := 1 − u1
Uinfty

,

where u1 denotes the average horizontal speed across the rotor plane. The induction

factor is a measure of how much the wind slows down due to the action of the turbine.

In addition, the turbine induction factor can be related to the power and the thrust

coefficient by the actuator disk theory [20]:

CP = 4a(1− a)2 (2.10)

CT = 4a(1− a) (2.11)

The thrust coefficient is the ratio of the axial thrust force (perpendicular to the

rotor plane) and the dynamic force on the rotor. The induction factor thus controls

the power and thrust coefficient of a turbine and hence impacts the velocity deficit.

Decreasing the power coefficient of the upstream turbine increases the velocity seen

at the downstream turbine. Again, the precise relationship between the downstream

wake and the induction factor of Turbine 1, a1, depends on the wake model. Thus the

power generated by a two-turbine array can potentially be increased by proper choice

of the induction factors a := [a1, a2]. The power maximization problem formulated

for this simplified turbine (actuator disk) model is given by:

max
a
Ptot(a, Uinfty) (2.12)

The connections between the simplified and more realistic maximization problems are

described further in later sections.

12



Chapter 3

Wake Model Implementation

3.1 Park Model

The simplest wake model considered is the Park model [9], [24]. This model has been

widely used in wind farm control literature in recent years [2], [3], [5], [6]. The Park

model has the lowest fidelity and requires the least computational time of the models

addressed in this paper. The Park Model is setup up as in Figure 3.1. The turbine is

modeled as an actuator disk with uniform axial loading in a steady uniform flow. The

velocity is assumed to be constant in the wake at a given downstream distance and

the wake increases linearly downstream. This model is only valid for the far wake.

Figure 3.1: Setup for Deriving the Park Model.
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Consider the example of a turbine operating in a freestream velocity U∞ as shown in

Figure 3.1. The diameter of the turbine rotor plane is denoted by D = 2r0 and the

turbine is assumed to be operating at an induction factor a. A cylindrical coordinate

system is placed at the rotor hub of the first turbine with the downstream and radial

distances denoted by x and r, respectively. The velocity profile at a location (x, r) is:

u1(x, r; a) = U∞(1− δu(x, r; a) (3.1)

where the velocity deficit u is given by:

δu =

{
2a( D

D+2kx
)2, r ≤ D+2kx

2
.

0, else
(3.2)

In this model, the velocity, u, is defined in the axial (x) direction and remaining

velocity components are neglected. The wake is parameterized by a tuneable nondi-

mensional wake decay constant k [25], [26].

The Park model can be used to compute the power production and velocity deficit of

a turbine array. A 10-minute simulation can run in seconds on a desktop computer.

This is useful in determining operating conditions of a wind farm to maximize power.

However, it has no notion of turbulence in the downstream wake and cannot determine

the structural loads on the turbines. In addition, the assumptions are based on a

steady inflow acting on an actuator disk with uniform axial loading. Despite its

limitations, the Park model can provide some insight of turbine interaction that can

be used to understand the results obtained from higher-fidelity models.

3.2 Dynamic Wake Meandering Model

The next model considered is the DWM model [11]. The University of Massachusetts

and NREL developed an implementation of the DWM model that was originally cre-

ated at the Technical University of Denmark [27]. It couples the FAST model for

an individual turbine with models for the wake deficit, turbulence, and (stochastic)

meandering. The foundation of the wake deficit model used in the DWM model is

the eddy viscosity model [10]. The wake deficit model numerically solves a simplified

Navier-Stokes equation based on the thin boundary-layer approximation. The simpli-

14



fied Navier-Stokes equations assume a zero pressure gradient that is only valid in the

far wake. Let x and r denote the downstream and radial distance from the turbine

rotor hub as shown in Figure 2.7. In this model, the velocity components, u and v,

are defined in the axial (x) and the radial (r) directions. The velocity components u

and v satisfy the following partial differential equation:

u
∂u

∂x
+ v

∂u

∂r
= −1

r

∂(ru′v′)

∂r
(3.3)

The right-hand side of this equation can further be described in terms of turbulent

viscosity, :

− (u′v′) = ε
∂u

∂r
(3.4)

where u
′

and v
′

denote the fluctuating velocity components in the axial and radial

directions and ¯u′v′ is a temporal average that represents a turbulent momentum flux

that acts like a stress, also known as a Reynolds stress. The turbulent viscosity,

ε = k2b(u∞ − uc) (3.5)

describes the shear stresses and eddy viscosity in the wake, where b is the wake half

width, uc is the center wake velocity, and k2 is an empirical constant of the flow field

typically set to 0.009.

The DWM model uses Taylors hypothesis when modeling turbulence. This hypothesis

assumes that the turbulence has no effect on the wake advection, i.e., wake transport,

from upstream to downstream. A consequence of this hypothesis is that the wake

advection is only a function of the mean wind speed. The DWM model is interfaced

with a FAST turbine model as follows. The first turbine is simulated in FAST with

a three-dimensional input wind field. The DWM model is then used to calculate

the downstream wake based on the FAST simulation results for Turbine 1. The

downstream wake is then linearly superimposed on the wind field to generate the

velocity conditions for the downstream turbine, i.e., Turbine 2. Finally, a FAST

simulation is performed for Turbine 2 using this wake superimposed wind profile.
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The advantage of the DWM model over the Park model is that is gives a more realistic

representation of the far wake at a low computational cost. The DWM model can be

used to compute the power production, velocity deficit, and loads of a turbine array.

The turbines are modeled as actuator disks coupled with FAST and can handle steady

and unsteady inflows. In addition, the DWM model can run in minutes on a desktop

computer. The disadvantage of the DWM model is that it is not suitable for feedback

control design because it calculates the wakes of a wind turbine array one at a time,

i.e., it does not provide a continuous flow. This complicates the use of this model for

dynamic wind farm control.

3.3 Actuator Disk Model

The actuator disk model considered in this paper solves the 2D unsteady, Navier-

Stokes equations by using the streamfunction (ψ) vorticity (ω) formulation assuming

the flow is incompressible. Similar implementations have been done in [12], [28]. Let

(u, v) denote the streamwise and spanwise velocity components and (x, y) denote the

downstream and spanwise distances. Vorticity can be defined as ω = ∂v
∂x
− ∂u

∂y
and

the streamfunction can be defined in terms of the streamwise and spanwise velocity

components: ∂ψ
∂x

= −v and ∂ψ
∂y

= u. Under some additional technical assumptions,

the Navier-Stokes equations are reformulated to the following governing equations

using vorticity and streamfunction:

∂ω

∂t
+ u

∂ω

∂x
+ v

∂ω

∂y
= ν

(
∂2ω

∂x2
+
∂2ω

∂y2

)
− 1

ρ

∂fx
∂y

(3.6)

∂2ψ

∂x2
+
∂2ψ

∂y2
= −ω (3.7)

where fx is the volume force of the actuator disk on the flow in the axial direction.

These equations are the transport of vorticity and the Poisson equation for the stream

function. The velocity components (u, v) can be computed from (ψ, ω). The turbines

are modeled as actuator disks with a specified volume force acting on the flow. The

loading on the actuator disk in this model is defined linearly (Figure 3.2).

The force is smallest in the middle and largest at the tips of the blades because the

tips of the blades have the greatest impact on the flow due to deflections. These

equations are solved using standard CFD methods [29].
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Figure 3.2: Linear Forces defined on the turbine represented by an actuator disk.

These equations are used to calculate the flow in a laminar region. However, the

wake of the turbine is turbulent. To address this issue, Reynolds averaging is used to

obtain the Reynolds Averaged Navier Stokes (RANS) equations:

∂〈U〉
∂x

+
∂〈V 〉
∂y

= 0 (3.8)

∂〈U〉
∂t

+〈U〉∂〈U〉
∂x

+〈V 〉∂〈U〉
∂y

= −1

ρ

∂〈P 〉
∂x

+ν

(
∂2〈U〉
∂x2

+
∂2〈U〉
∂y2

)
+
∂〈u′v′〉
∂y

+
〈u′2〉
∂x

(3.9)

∂〈V 〉
∂t

+ 〈U〉∂〈V 〉
∂x

+ 〈V 〉∂〈V 〉
∂y

= −1

ρ

∂〈P 〉
∂x

+ ν

(
∂2〈V 〉
∂x2

+
∂2〈V 〉
∂y2

)
+
∂〈u′v′〉
∂x

+
〈v′2〉
∂y

(3.10)

The last two terms in the x-momentum and the y-momentum equations are called

the Reynolds stresses, specifically 〈u′2〉, 〈u′v′〉, 〈v′2〉, and 〈v′2〉, and are present in

turbulent flows. These terms cause the diffusion of momentum normal to the flow

direction and enhance the viscous effects in the flow. This mixing causes the wake to

recover more quickly downstream of the turbine. There are various ways to model this

stress. For simplicity, the mixing length hypothesis is used to model these Reynolds

stresses.

Figure 3.3 depicts the basic idea of Prandtls mixing length theory. This assumes
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that lumps of fluid, or eddies, maintain their streamwise momentum while mixing

momentum in the transverse direction.

Figure 3.3: Prandtl Mixing Length Theory.

From Figure 3.3, the mixing length model can be derived by defining:

4u1 = u(y0)− u(y0 − l) = l

(
du

dy

)
1

(3.11)

4u2 = u(y0 + 1)− u(y0) = l

(
du

dy

)
1

(3.12)

where l is the mixing length based on the geometry of the flow. For this case, l was

taken to be a constant multiplied by the half-width of the wake. The half-width of

the wake is defined based on free shear flow for axisymmetric wake assumptions found

in [30]:

l = const. ∗ x
1
2 (3.13)

The constant is determined based on simulated or experimental results. By taking the

time average of the absolute value of 4u1 and 4u2, the time-averaged fluctuations

in the streamwise direction can be defined as:
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¯|u′| = 1

2
(|4u1|+ |4u2|) = ldu

dy
 (3.14)

Consider an eddy travelling at u(y0 − l) and an eddy travelling at u(y0 + l). The

eddies will move apart with a velocity of 2u
′

and the space between the eddies will be

filled with entraining fluid giving rise to v
′
. This implies that v

′
will be on the same

order as u
′
. In this way we can define the Reynolds stress terms as:

〈u′v′〉 = l2
(
du

dy

)2

(3.15)

The 2D RANS velocity equations can also be rewritten in terms of vorticity in 2D:

∂〈Ω〉
∂t

+ 〈U〉∂〈Ω〉
∂x

+ 〈V 〉∂〈Ω〉
∂y

= ν

(
∂2〈Ω〉
∂x2

+
∂2〈Ω〉
∂y2

)
+
∂〈u′ω′〉
∂x

+
〈v′ω′〉
∂y

(3.16)

For simplicity, the last two terms in the above equation are dealt with in a similar way

as the Reynolds stresses described previously in the RANS equation. It is assumed

that the mixing length is the same for both vorticity and momentum. This may

be expanded upon in the future to model these stresses in more realistic fashion.

Figure 3.4 shows the resulting streamwise and spanwise velocity components from

the actuator disk model.

Figure 3.4: Streamwise and spanwise velocity components of the actuator disk model
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This model uses an actuator disk to model the turbine. The near wake is dominated

by tip vortices that are generated based on the blade geometry. The blades are not

modeled in this simulation and as a result, this model cannot accurately depict the

near wake region. However, this model captures the effects of the flow far downstream,

greater than 3 diameters, where the flow is less dependent on turbine geometry.

Therefore, this model is useful for studying the far wake of a turbine in steady and

unsteady flows. The power production and velocity deficit of a turbine array can be

computed within minutes on a desktop computer.

3.4 Simulator for On/Offshore Wind Farm Applications

SOWFA is a high-fidelity simulation tool that was developed at NREL to do offshore

wind farm studies [16], [31], [32], [33], [34]. It can also be applied to land-based wind

farms. SOWFA is a large-eddy simulation that is coupled with the FAST turbine

model and based on the OpenFOAM open source toolbox.

SOWFA uses an actuator line model coupled with FAST to study turbines in the

atmospheric boundary layer. SOWFA solves the three-dimensional incompressible

Navier-Stokes equations and transport of potential temperature equations, which take

into account the buoyancy and Coriolis effects. The buoyancy effect is caused by the

temperature flux in the atmosphere and the Coriolis effect is the result of the rotation

of the Earth.

Figure 3.5: One turbine (left) and two turbine (right) simulations with SOWFA
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SOWFA performs three-dimensional calculations that can describe the steady and

unsteady flow field in the near and far wake. This information can be used to compute

the power, velocity deficits, and loads at each turbine in a wind farm. This level of

computation, with high-fidelity accuracy, takes on the order of days to run on a cluster

using a few hundred processors [35], [36]. As a result, it would take considerable effort

to perform feedback control design for a wind farm with this model. However, it is

the highest fidelity model considered, hence its use is most suitable for evaluating

wind farm controllers.
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Chapter 4

Comparing Wake Models

4.1 Simulation and Comparison of Wake Models

The wake characteristics of each model were compared by simulating a two-turbine

setup over 1000 s. The simulated turbines have a 126 m diameter and a hub height

of 90 m. The wind speed has a mean of 8 m/s with 6% turbulence intensity.

Figure 4.1 compares the spatially-averaged streamwise velocity profile of a single

turbine setup for each model. SOWFA is the highest fidelity model and has been

validated against wind farm data [33], [34]. The Park and DWM model results match

SOWFA in the far wake at distances greater than around 3D downstream. In addition,

the wake decay constant, k = 0.045, was tuned to obtain a best fit agreement with

SOWFA in the far wake. The velocity deficit computed from the actuator disk model

agrees with SOWFA, in general, at all locations downstream. It is important to note

that the Park, DWM, and actuator disk model use an averaged actuator disk to

represent the turbine. Tip vortices in the wake are not resolved and we cannot say

anything definitive about their accuracy in the near wake. SOWFA implements an

actuator line turbine model and is thought to give the closest representation of the

near wake of the models presented.

Figure 4.2 compares power production, power variance, and average tower fore-aft

bending moments on the downstream turbine for Park, DWM, and SOWFA model

for the two-turbine setup (Figure 2.7). The actuator disk model has not been imple-

mented for a two turbine setup. This will be implemented in future work. The results
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Figure 4.1: Comparison of Streamwise Velocity Downstream of the Turbine.

are presented for simulations with Turbine 2 placed with a downstream spacing of x

= 2D to x = 7D. The average power results are consistent with the velocity profiles

shown in Figure 4.1. The DWM model matches SOWFA best at turbine spacings of

4D and greater. These results correspond to cases where the downstream turbine is

in the far wake of the upstream turbine. The Park model follows the same trend but

overestimates the power of the two-turbine array for turbine spacings less than 5D.

The middle subplot of Figure 4.2 shows the power variance, and these results reflect

the deviation in power over time. The Park model assumes steady flow and does not

have a time component in the model. Thus the variance for this model is identically

equal to zero for all turbine spacings. The DWM model shows an increase in power

variance as the turbine spacing increases. This does not match the qualitative trend

of the SOWFA results, which show that the power variance decreases as the turbine

spacing increases. The limitations in the Park model can be seen in that it can only

provide a total axial force on a turbine. SOWFA and the DWM model are coupled
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Figure 4.2: Power, Power Variance, and Tower Loads Computed for each model.

with FAST, hence they provide a more accurate description of the tower loads.

4.2 Open Loop Coordinated Control

This section provides results for two-turbine coordinated control on the Park and

DWM models. The two-turbine coordinated control section formulated power max-

imization problems with realistic and simplified actuator disk models for a single

turbine. In both cases, the maximum power from the two-turbine array is obtained

by operating the rear turbine at its peak efficiency. Thus, the optimization reduces to

a determination of the optimal derating for the lead turbine. The Park model uses an

actuator disk model for the turbine with an induction factor control input. The Park

model is relatively simple, hence the optimal induction factor for the lead turbine a1

can be determined numerically as previously demonstrated in [5].
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Instead of optimizing the axial induction factor, the actuator disk model chooses

a value of C∗T for the front turbine that optimizes the power out of a two turbine

array. The optimal induction factor for the actuator disk model can be computed

from C∗T . Results of axial induction control have not been shown for the actuator

disk model as this model is still under construction for the two-turbine setup. The

DWM model uses FAST to provide a more realistic turbine model and takes an

input of blade pitch angle, β, and TSR, λ. The standard generator torque control

law can be used to track the desired λ. After numerous open-loop runs at various

(β, λ), the optimal (β∗, λ∗) of the first turbine can be approximately determined. This

(β∗, λ∗) can be mapped to a CP ∗ value using a software package, WT Perf, developed

at NREL [37]. The CP ∗ can be related to the optimal induction factor using the

actuator disk theory describe in the previous sections. CP and CT , as functions

of the induction factor, are derived from simplistic models and are generally not

realistic. However, they are close enough for axial induction factors to be compared

across wake models. This approach only provides a suboptimal solution to the higher-

fidelity power maximization problem. SOWFA also uses FAST to model the individual

turbine dynamics, hence the approach described for the DWM model could also be

used to generate control inputs for SOWFA.

Figure 4.3: Percent Increase predicted using axial induction control.

Figure 4.3 shows the results of axial induction control with various wake models. The
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Park model, with a tuned value of k, shows a decrease in power gained as the turbine

spacing increases. The DWM model shows that there is an increase in power, but only

for cases where the turbine spacing is less than 4 diameters. As the turbine spacing

increases, there is more time for wake recovery. After a certain distance downstream

of the turbine, the effects of axial induction control become less significant. Some

simulations have been run in SOWFA at 4 and 7 diameter spacing. Although not

shown, preliminary results in SOWFA show that there is very little power to be

gained using axial induction control. This concept will need further investigation and

validation.

4.3 Summary of Control Design and Analysis

Table 4.1 shows a summary of the models with some key components to consider when

implementing wind farm control. The computation time represents the total time it

took to run a 10-minute simulation. The Park, DWM, and actuator disk models

were run on a desktop computer. SOWFA was run on 256 cores at the Minnesota

Supercomputing Institute. The last column specifies the turbine model implemented

in each wake model.

Table 4.1: Summary of Computation Time and Turbine Models for Wake Models.

The Park model is the fastest, simplest wake model and is suitable for feedback

control. The induction factor is treated as the control input for a turbine in the Park

model. Recall that the induction factor is related to the power coefficient through (5).

By operating the first turbine at a suboptimal operating point, it may be possible

to get more power out of the two-turbine array. Several studies have looked at this

problem [2], [3], [4], [5], [6], [7], [13]. This model is only valid in the far wake, but

gives an initial insight into how axial induction control might affect a two-turbine

array.

The DWM model is a slower, but more complex model. It is harder to implement
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dynamic feedback control because the DWM model calculates the flow field for each

turbine over its entire simulation time. The model inputs, blade pitch angle and

generator torque, can be sued to control the power coefficient of the first turbine.

The benefit of using this model is that it can use realistic turbine controllers at a low

computational cost.

The actuator disk model can be used in dynamic feedback control. This model is also

only valid in the far wake. The input to this model is the thrust coefficient. The thrust

coefficient determines the loading on the actuator disk, which directly impacts the

shape of the wake downstream. Figure 4.4 shows the difference between the actuator

disk model and the Park model when computing the streamwise velocity component.

The wake of the turbine looks very different showing the limitations of the Park model.

The Park model assumes a constant velocity in the wake and the actuator disk shows

the velocity varying across the width of the wake. This can have a significant impact

on power and load calculations. Also, in terms of coordinated control, the operation

of the front turbine influences the performance of the downstream turbine and since

the wake development varies, the performance of the downstream turbine will be also

be affected depending on the model used.

Figure 4.4: Streamwise Velocity of Park Model vs. Actuator Disk.

Lastly, SOWFA is a high-fidelity simulation tool. It can be used for feedback control.

Like the DWM model, the inputs to the turbine model are blade pitch angle and
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generator torque. Therefore, realistic turbine controllers can be tested with SOWFA.

However, large amounts of computing resources would be necessary. A few stud-

ies have been done with open-loop control in SOWFA [35], [36]. Each simulation

in SOWFA can help validate the lower-fidelity models and evaluate wind farm con-

trollers, which can provide a better understanding of the wake interactions associated

with particular wind farm setups.
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Chapter 5

Model Validation

The University of Minnesota has a 2.5 MW Clipper Turbine at UMore Park in Rose-

mount, MN. The results from this experimental work is validated against the actuator

disk model as it is the most dynamic model and the most likely candidate for control

design and analysis in future work. Model validation is useful in exposing the limita-

tions in these wake models and we can look to improve upon these models based on

these findings. The overall goal of these experiments is to take measurements of the

downstream velocity and compare it to the actuator disk model.

5.1 Experimental Setup

For these experiments, the Clipper Turbine in UMore Park (on the left in Figure 5.1)

and the WINDCUBETM LiDAR (on the right in Figure 5.1) was used. The Clipper

turbine has a diameter of 96m and a hub height of 80m. As stated previously, it

produces 2.5 MW of power when operating at or above rated wind. The LiDAR was

placed behind the turbine at various distances downstream of the turbine to measure

the velocity in the wake of the turbine.

The LiDAR uses a pulsed laser that shoots out in four directions that are 90 degrees

apart: north, south, east, and west. For the LiDAR used in these experiments,

the beam is tilted at 27.83 degrees from vertical. The wind speed is computed by

measuring the frequency shift of the backscattered light reflected off particles in the

air at different heights. Using the measurement obtained from the lasers, it averages

over the four beams to get a profile centered on the outlet window. Data is taken at
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Figure 5.1: Clipper Wind Turbine located in UMore Park, Rosemount, MN (left).
LIDAR used to measure wake profiles at various distances downstream (right)

a rate of 1 Hz.

Figure 5.2: Wind Turbine/LIDAR Experimental Setup.

The experimental setup can be seen in Figure 5.2. On the particular day that the
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experiments were run, the wind was coming out of the south. The meteorological

(met) tower used to take measurements of wind speed at a fixed location is located

directly south of the wind turbine. The met tower is located 1.67 Diameters up

stream. This provided an accurate measurement of the inflow to the turbine. The

LiDAR was placed at four different distances downstream: 1D, 1.5D, 2.5D and 3D.

Measurements from the LiDAR were taken at 40m, 51m, 67m, 80m, 89m, 102m,

115m, 128m, 145m, and 160m above the ground. At each location, measurements are

taken for about one hour.

5.2 Results

The LIDAR can provide some insight into the aerodynamics in the wake of a turbine.

Since the LIDAR takes measurements at ten different vertical locations, the velocity

profile at each distance downstream can be reconstructed and studied. Figure 5.3

shows the time-averaged wake profiles obtained at each downstream distance. The

black line indicates the hub height of the turbine. At 1D downstream, the velocity

profile exhibits a flow acceleration around the nacelle of the turbine giving the velocity

profile an additional bump in the velocity profile. This behavior is expected because

1D is still in the near wake (see Figure 2.6) and this region is dominated by the

geometry of the turbine and tip vortices. At 1.5D downstream, this acceleration

around the nacelle diminishes and the velocity profile takes on a smoother shape,

which is less dependent on the turbine geometry. At 2D and 3D downstream, the

velocity profile becomes even smoother and starts to demonstrate self-similar behavior

in which the shape of the profile is no longer dependent on the turbine geometry.

Lastly, observing the wake profiles from 1.5D to 2.5D to 3D, the wake begins to

recover as the velocity deficit in the observed wake is less and less.

Using measurements from the LiDAR at 80m, the velocity at hub height from the

actuator disk model is compared to the time-averaged velocity from the LiDAR. The

actuator disk model was fit to simulated data from SOWFA for a turbine with similar

geometry under similar wind conditions (see Figure 4.1). This fitted model is what

was compared to the velocity measured by the LiDAR. The input to this model is

the thrust coefficient, which is dependent on the induction factor. On this day, the

turbine had a power coefficient of 0.39. This translates to an induction factor of 0.128.

Using the relationship between CT and a, the input CT is determined to be 0.4474.

We do not expect to fit the data point at 1D. This is because 1D is in the near wake
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Figure 5.3: Wake Profiles gathered by LIDAR.

and has that acceleration in the velocity profile due to the turbine geometry. The

actuator disk model does not include the turbine geometry. The turbine is modeled

as a simple porous disk. As a result, that acceleration will not be seen in the actuator

disk model. However, at 1.5D, the acceleration and the tip vortices start to die

out and the actuator disk model can begin to capture the velocity at this distance.

Similarly, at 2D, the actuator disk model lines up with the measurement taken at

2.5D.

Up until this point, the turbine operated in Region 2 where the turbine was maxi-

mizing power. However, at 3D the operating conditions of the turbine changed. The

wind speed increased and the turbine entered Region 3 control which caused the tur-

bine to keep a constant power and focus on minimizing loads. This action changes

the nature of the wake. The turbine is trying to shed loads and power to keep power

constant and not exceed the rated power. As a result, the wake deficit will be less

than if the turbine was operating in Region 2.
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Figure 5.4: Actuator Disk with Comparisons of Downstream LIDAR Measurements.

Figure 5.5: Operating Conditions during Experiments.

By changing the input parameter to this model, the actuator disk model can capture

the point at 3D. However, it is important to note that wind farm control strategies,

such as axial induction control, look to maximize power and would be implemented

when the turbines are operating in Region 2.
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Due to time and resource constraints, only four experiments were able to be run.

This is not enough data to make any conclusions. However, preliminary results are

promising.
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Chapter 6

Conclusion

There is potential for optimizing wind farm performance by coordinating turbine con-

trollers. Coordinated control design requires sufficiently high order models to retain

the essential physics and provide an accurate depiction of the wake, while also mini-

mizing the order model to enable feedback control with relatively low computational

cost. Low-fidelity models can provide useful insight into wake interaction, but lack

the complexity to provide realistic wind farm results. Medium fidelity models can

capture many of the wake characteristics essential to wind farm control, specifically,

power production and structural loads. However, medium fidelity models have made

assumptions that simplify the aerodynamics in a wind farm and minimize computa-

tional cost. Both medium- and high-fidelity models are necessary for constructing

an advanced controls framework that can be used to optimize turbine placement and

control design in a wind farm.

Preliminary work has been done validating these wake models using experimental

results from the Clipper turbine in UMore Park. Results show that medium fidelity

models can capture the overall velocity trend in the wake. However, experimental

time and resources were limited and more experimental data is necessary to draw

concrete conclusions.

Future work will include evaluating these models using yaw control and investigating

wake superposition in a wind farm with multiple rows and columns. This work

will expand to include more turbines in various configurations to optimize power in a

given area and number of turbines. Lastly, through the analysis of more experimental
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results, it will be possible to reach conclusions regarding these wake models.
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