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ABSTRACT

A novel unstructured overset method developed by
Horne and Mahesh (2019a,b) is used to perform
large-eddy simulation (LES) of marine flows over
complex geometries. Wall-resolved overset LES on an
idealized submarine geometry (DARPA SUBOFF) shows
good agreement with available experimental data. For
the marine propeller David Taylor Model Basin (DTMB)
4381 in forward mode and crashback, mean flow fields
and propeller load statistics show good agreement with
experiments and previous simulations. These cases are
used as building-blocks towards the goal of simulating
maneuvering, self-propelled marine vessels.

INTRODUCTION

Flows over marine bodies are characterized by high
Reynolds numbers and complex geometries, which pose
major challenges to their study both experimentally
and computationally. Marine vehicles can typically be
described by a long, slender hull, a set of appendages
acting as control surfaces, and a propeller, most often
mounted at the stern. Figure 1 shows an example of such a
hull-form in a water tunnel. In the case of a maneuvering,
self-propelled vehicle, the performance of the propeller
depends on its inflow, which consists of the complex
boundary layer incoming from the hull. At the stern, the
hull boundary layer is turbulent and is affected by pressure
gradients and the hull curvature, potentially leading to
separation. Additional complications to the propeller
inflow originate from the junction vortices produced by
the boundary layer interactions with the appendages.
During a quick, decelerating maneuver, the propeller
goes into an off-design mode known as crashback where
the propeller rotation is reversed as the vehicle is still
moving forward to create negative thrust. The turbulent
hull boundary layer interacts with the propeller-induced
reverse flow, forming a highly unsteady ring vortex, the
prominent flow feature associated with this condition.
The propeller blades experience large flow separation,

creating highly unsteady loads with low frequencies and
high amplitudes. These loads not only affect the blade
structure, but also the vessel’s maneuverability because of
the significant moments produced by the propeller about
the center of gravity of the vehicle.

In order to successfully simulate a maneuvering
marine vehicle, one needs to address the challenges
presented by the essential aspects of the flow. The
evolution of the turbulent hull boundary layer and
appendage wakes requires high wall resolution, and thus
large meshes with high computational cost. The hull
boundary layer’s interaction with the propeller-induced
flow, especially for a maneuver like crashback, presents
the challenge of long run times needed to capture
low frequency loads essential to maneuverability. The
complex geometry of the hull and propeller blades
makes quality grid generation a challenge. Finally,
the computations must represent the relative movements
between the hull, propeller, and control surfaces, as well
as maneuvering motions.

Figure 1: Appended hull with attached propeller P4381
in a water tunnel (Bridges, 2004).

In the advent of increased computational power,
the capability of computational fluid dynamics (CFD) to
simulate bigger and more complex problems has grown.
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Direct numerical simulation (DNS) of complex bodies
at the high Reynolds numbers associated with marine
flows is not computationally feasible due to resolution
requirements (Moin and Mahesh, 1998). Yang and
Löhner (2003) and Kim et al. (2013) have shown the
capability of Reynolds-averaged Navier-Stokes (RANS)
for these types of flows. However, RANS has been
shown to fail in correctly predicting crashback flows
(Davoudzadeh et al., 1997; Chen and Stern, 1999).
Large-eddy simulation (LES) is a method in which the
large scales of motion are resolved, while the effect of
the small scales is modelled. As numerical algorithms
and computational capabilities have improved, LES has
been shown to be a good middle ground between RANS
and DNS for complex marine flow applications (Mahesh
et al., 2015). Bensow et al. (2006) and Alin et al.
(2010) reviewed the capability of RANS, detached-eddy
simulation (DES) and LES to simulate flow over an
idealized hull geometry (DARPA SUBOFF) and showed
that LES represented the unsteady flow field features the
best but with greater computational cost. LES has also
been successful in simulating a variety of complex marine
flows (Verma et al., 2012; Kumar and Mahesh, 2017; Jang
and Mahesh, 2013). Thus, LES is the selected approach in
this study. To address the ability of the numerical method
to handle general, relative movement between bodies, as
required for maneuvering calculations, the method used
in the present computations is an unstructured overset
grid method with the capability of solving arbitrary
overlapping and moving meshes (Horne and Mahesh,
2019a,b). It uses the Arbitrary Lagrangian-Eulerian
(ALE) formulation of the incompressible Navier-Stokes
equations where the motion of the body or grid is
incorporated into the equations.

Due to the overall complexity of simulating a
maneuvering marine vehicle, the present study splits
the problem into several independent building-block
problems. These cases are validated separately to address
their specific challenges. The present work considers
independently flow over a notional submarine hull, the
DARPA SUBOFF (Groves et al., 1989), as well as the
marine propeller P4381, both of which have been studied
extensively in past experiments and computations.

The DARPA SUBOFF is a generic hull geometry
consisting of an axisymmetric hull with a fairwater (sail)
near the front of the hull and four appendages near the
stern (Groves et al., 1989). Two configurations of this
hull geometry are considered in the present study: the
axisymmetric bare hull configuration without appendages
(AFF1) and the fully appended hull (AFF8), as shown
in Figure 2. Flow over the bare hull has been studied
experimentally by Huang et al. (1992) at Re = 1.2× 107

and by Jiménez et al. (2010a), who studied the wake
over a Reynolds number range 1.1× 106 − 6.7× 107.

Kumar and Mahesh (2018b) performed wall-resolved
LES over the bare hull at Re = 1.1× 106, showing good
agreement with the above experiments and commenting
on the axisymmetric turbulent boundary layer and the
wake development. Jiménez et al. (2010b) experimentally
studied the effect of appendages on the wake of the
fully appended SUBOFF over a Reynolds number range
4.9×105−1.8×106. Wall-resolved LES of this geometry
at Re = 1.2× 106 was performed by Posa and Balaras
(2016) using an immersed boundary method, with good
agreement with experiments. They later expanded upon
this work by attaching an INSEAN E1619 propeller to the
hull to study the flow over the hull in a self-propulsion
configuration at the same Reynolds number (Posa and
Balaras, 2018). Recently, Posa and Balaras (2020)
performed LES over the same appended geometry at
Re = 1.2× 107, comparing with their previous study at
lower Re to investigate the Reynolds number effects on
the flow over the hull. Chase et al. (2013) used delayed
detached eddy simulation (DDES) with an overset method
to simulate the appended SUBOFF geometry and E1619
propeller in towed, self-propelled, and maneuvering
conditions.

Figure 2: Geometry of axisymmetric bare hull (AFF1)
and fully appended (AFF8) DARPA SUBOFF (Groves
et al., 1989).

Marine propeller P4381 is a five-bladed,
right-handed propeller with variable pitch, and no skew
or rake. It has been studied both experimentally
and through simulations. Jiang et al. (1997) used
Particle Image Velocimetry (PIV) to study the structure
of the unsteady ring vortex and its relationship to the
unsteady loads in crashback. Jessup et al. (2004, 2006)
performed experiments on open and ducted propeller
configurations at different operating conditions with
detailed measurements of flow field using PIV and Laser
Doppler Velocimetry (LDV) as well as measurements
of the propeller unsteady loads. At design conditions,
complex flow structures like the axial hub vortex and
helical tip vortices are convected downstream of the rotor.
Kumar and Mahesh (2017) performed LES of the same
geometry at Reynolds number Re = 894,000 and looked
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at the complex wake interactions and propeller loads.
Vyšohlid and Mahesh (2006), Chang et al. (2008), and
Jang and Mahesh (2013) used LES to study the details and
origins of the unsteady loads in crashback as well as the
flow field at numerous advance ratios J at Re = 480,000.

In this study, we will examine in detail the
building-block problems representative of the essential
parts to successfully simulate a fully maneuvering body
using LES. A novel unstructured overset grid method is
applied and its validation is evaluated and discussed. For
the bare hull and appended hull, flow fields are examined,
with comparisons to experimental measurements of
pressure and skin friction coefficients. For the P4381
marine propeller in both forward mode of operation and
crashback, we will examine the propeller loads and the
flow field around the propeller and in the near wake.

SIMULATION DETAILS

Numerical Method
The incompressible Navier-Stokes equations

with an Arbitrary Lagrangian-Eulerian (ALE)
formulation are used. The mesh velocity is included
in the convection term which avoids tracking multiple
reference frames for arbitrary motion of meshes. For LES,
large scales are directly accounted for by the spatially
filtered Navier-Stokes equations, and small scales are
modeled. The filtered Navier-Stokes equations with the
ALE formulation are as follows:

∂ui

∂ t
+

∂

∂x j
(uiu j−uiVj) = − ∂ p

∂xi
+ν

∂ 2ui

∂x j∂x j
−

∂τi j

∂x j
,

∂ui

∂xi
= 0, (1)

where ui is the velocity in the inertial frame, p is the
pressure, ν is the kinematic viscosity, Vj is the grid
velocity, the overbar (.) denotes the spatial filter and
τi j = uiu j−uiu j is the sub-grid stress tensor. To model the
sub-grid stress terms, the dynamic Smagorinsky model
proposed by Germano et al. (1991) and modified by Lilly
(1992) is used. In addition, the Lagrangian time scale
is dynamically computed based on surrogate–correlation
of the Germano–identity error (Park and Mahesh, 2009).
This approach has shown good performance for a variety
of flows including a marine propeller in crashback (Verma
and Mahesh, 2012).

When addressing the computational challenges
of high Reynolds numbers and complex geometries, it
is critical that the numerical method does not introduce
additional numerical dissipation that would artificially
damp the smallest resolved scales. Mahesh et al. (2004)
developed an unstructured numerical algorithm for LES
of complex flows that emphasizes discrete kinetic energy

conservation, ensuring robustness at high Reynolds
number without numerical dissipation. This method has
been successful in simulating a variety of complex marine
flows (Verma et al., 2012; Kumar and Mahesh, 2017; Jang
and Mahesh, 2013; Kumar and Mahesh, 2018b). In order
to address rotational motion, these previous simulations
were performed with the incompressible Navier-Stokes
equations being solved in a reference frame that rotates
with the propulsor. To address the ability of the numerical
method to handle general, relative movement between
bodies, the method used in the present computations is
an unstructured overset grid method based on the above
algorithm of Mahesh et al. (2004) with the capability
of solving arbitrary overlapping and moving meshes
(see Horne and Mahesh, 2019a,b). It uses an ALE
method coupled to a 6 degrees of freedom rigid body
equation system (6-DOF) for body motion. At boundary
edges of meshes, boundary conditions are obtained by
performing flow field reconstructions using overlapping
meshes and geometry. This enables the use of body-fitted
meshes, ensuring high resolution on the relevant
geometries while aiding to save on overall mesh size and
increased grid generation flexibility. In addition, this
method addresses the conservation challenges of overset
methods through use of a volume-conservative supercell
interpolation. To address additional computational cost
and scaling challenges of overset methods, it uses a novel
communication strategy, scaling to 0(105) meshes and
processors. The algorithm has been validated for a variety
of problems over a range of Reynolds numbers.

Geometry and Computational Mesh

The geometries used in this study focus on
building-block sections for a fully appended maneuvering
body. This includes the bare hull, appendages and the
propulsor. For the propulsor, CAD for P4381 is utilized to
represent the geometry in grid generation software. Care
is taken in the mesh generation process as it is important
to ensure good quality grid when using a non-dissipative
scheme at high Reynolds numbers.

When setting up the overset cases, there are
several important factors to consider in order to ensure
an accurate, robust solution. Due to the use of arbitrary
overlapping meshes, it is important that there is enough
overlap between meshes. This is important to make
sure that the interpolation boundary control volumes
find interpolation partner pairs. Though the supercell
reconstruction helps give more flexibility, care is taken
to avoid large resolution differences at interpolation
boundaries, avoiding control volume ratios greater than
2 to 1 in each independent direction.

3



Bare Hull and Appended Hull DARPA SUBOFF

Simulations are performed for flow over the
unappended axisymmetric SUBOFF at Re = 1.1× 106

and for the fully appended SUBOFF at Re = 1.2× 106

based on the hull length and free-stream velocity. Figure
3 shows the cylindrical computational domain used for
both cases, which was modelled after the computational
domain of Kumar and Mahesh (2018b). The domain has
length 28.8DH and radius 6DH , where DH is the diameter
of the mid-section of the hull, and extends from 3DH
upstream of the front of the hull to 17.2DH downstream
of the stern of the hull.

3DH L = 8.6DH 17.2DH

6DH

Figure 3: Computational domain for simulations of the
DARPA SUBOFF.

For the bare hull case, the computational domain
is split into three stationary overset grids. These are a
body-fitted grid attached to the hull, a cylindrical grid
located downstream of the hull for refinement of the
wake, and a cylindrical background mesh on which the
boundary conditions are imposed. Free-stream boundary
conditions are imposed at the inflow and radial boundaries
and a convective boundary condition is imposed at the
outflow boundary. The computational grid for the hull
must be refined in the near-wall region to capture the thin
boundary layer and near-wall streaks, which contribute
to the skin friction at the wall and the viscous drag
of the hull. To capture these streaks, the hull grid
is refined with 1600 cells in the azimuthal direction,
corresponding to an azimuthal resolution of a+∆θ =
11, where a = DH/2 is the local radius of curvature at
the mid-section of the hull and a+ = auτ/ν . In the
boundary layer, the first wall-normal spacing is specified
as 0.0003DH with a growth rate of 1.01 away from the
hull, producing a nominal first wall-normal spacing y+ =
1 and a nominal streamwise spacing of x+ ≤ 33. As in
the experiments of Jiménez et al. (2010a), the boundary
layer is tripped at x/DH = 0.75. This is implemented
numerically by applying a steady wall-normal velocity of
0.05U∞ at this x-location. The overall grid for the bare
hull computation consists 712 million hexahedral control
volumes partitioned over 9504 processors.

In the case of the appended hull, additional
stationary overset grids for the sail and the four stern
appendages are added, bringing the total control volume
count to 827 million cells partitioned over 11,396
processors. The meshing of the complex appended hull
geometry is simplified by meshing the sail and stern
appendages separately from the hull. With this strategy,
the complexity of each mesh is reduced and focus is
shifted to matching grid resolutions between the overset
meshes. Iterations of the appendage meshes can be
performed while the other meshes are left unchanged,
lowering the meshing time and overall computational
cost. The boundary layer tripping location is changed
to x/DH = 0.25 for the appended hull, consistent with
the experiments of Jiménez et al. (2010b). The required
wall-normal trip velocity is 0.08U∞ at this location in
order to fully trip the boundary layer. The difference in
trip velocity magnitude compared to the bare hull case
is due to the location of the trip in a favorable pressure
gradient. The details of the overset grids for the hull
computations are given in table 1.

Grid CVs Procs
Background 113M 1540
Hull 429M 5676
Wake 170M 2288
Sail 91M 1188
Stern appendages 6M×4 176×4

Table 1: Details for the SUBOFF overset grids including
number of control volumes and number of processors.

Forward Mode and Crashback for Propeller P4381
Simulations are performed for the marine

propeller P4381, details of the geometry are given in
(Jessup et al., 2004, 2006). The advance ratio J and the
Reynolds number based on the propeller diameter, Re are
defined below:

J =
U

nDP
, Re =

UDP

ν
(2)

where U is the free-stream velocity, DP = 12.0 in is the
propeller disk diameter, n is the rotational speed and ν

is the kinematic viscosity. Thrust T is defined as the
axial component of the force. The axial component of
the moment of the force is the torque Q. FH and FV are
the horizontal and vertical components of the force whose
vector sum yields the total side force FT . ρ is the fluid
density. Non-dimensional thrust KT , torque coefficient KQ
and side-force coefficient KS are defined as:

KT =
T

ρn2D4
P
,KQ =

Q
ρn2D5

P
,KS =

√
F2

H +F2
V

ρn2D4
P

(3)

〈KT 〉 represents the mean of the coefficient KT and σ(KT )
the standard deviation.
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(a)

(b)

(c)

Figure 4: a) The two grids together, b) The background
grid and c) the propeller grid. A spherical cut is used to
remove redundant control volumes in the near propeller
region.

Figure 5: The mesh configuration for the forward
mode case. A spherical projected cut was used to
remove redundant control volumes near the propeller
on the background mesh. The cylindrical outer edge
of the propeller mesh is also shown. The control
volumes on these edges obtain boundary conditions by
performing flow field reconstructions using overlapping
control volumes from the other mesh.

Two modes of operation are validated in this
study. For forward mode or design condition, the case
is set up at a Reynolds number Re = 894,000 and the
propeller rotates at an advance ratio J = 0.889. The
mesh is fully hexahedral in order to capture well the
helical tip vortices as they convect downstream. This
mesh is similar to (Kumar and Mahesh, 2017) but with
lower resolution in both the near propeller region and far
wake. It also has a longer region upstream of propeller,
to make grid generation for both cases easier by utilizing
the same domain. On the blade, the first layer has a
minimum wall-normal spacing of 0.0017 DP and a growth
ratio of 1.02. On other surfaces, the resolution is 0.0125
DP. The computational domain is a cylinder of diameter
7.0DP and length 14.0DP as shown on figure 6. There
are two meshes in the simulation. First, a cylindrical
shaped background mesh that is stationary. The inflow,
outflow (convective) and far field boundary conditions are
set on this mesh. This mesh contains just the hub and
no propeller. Redundant control volumes are dynamically
removed using a spherical projection from the center of
the propeller, see figures (4, 5). The second mesh is the
cylindrical propeller mesh which includes the 5 propeller
blades is rotated at the rotational velocity ω to match the
advance ratio J using the equation below:

ω = 2πn (4)

ω ×R boundary conditions the are set on the blade mesh
surfaces and the hub surface contained in the propeller
mesh. More information on the size and partitioning
of the meshes is presented on table 2. The mesh
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configuration and interpolation edges of these two meshes
can be seen on figure 4.

Figure 6: Computational domain and the boundary
conditions on the boundaries

Grid CVs Procs
Background 13.5M 436
Propeller 23.0M 716
Total 36.5M 1152

Table 2: Details for the grids in forward mode, including
the number of control volumes and the number of
processors.

For crashback, the propeller rotates at an
advance ratio of J = −0.7 and Reynolds number Re =
480,000. The domain and outer edges of the background
grid are the same as those used in forward mode
case. To utilize the flexibility of the method in
reducing computational cost and to use the grid generation
flexibility, the background mesh is generated with a
cylindrical cut in the hub cap region, see figure 7. A
manual cut is used to remove redundant control volumes
during grid generation compared to the dynamic cutting
in the forward mode case. The propeller mesh, is similar
to the coarse mesh in (Jang and Mahesh, 2013) where
a pill-box of 2.8 million tetrahedral cells is used in the
near blade area. On the blade surface, four prism layers
are extruded at a height of 0.0017DP and a growth ratio
of 1.01. On other surfaces the resolution is the same as
on the blades. Because of the separated nature of this
flow, resolving the attached boundary layer is not needed
to make accurate predictions. More information on the
meshes is presented on table 3.

Grid CVs Procs
Background 5.2M 336
Propeller 3.7M 240
Total 8.7M 576

Table 3: Details for the grids in crashback, including the
number of control volumes and the number of processors.

(a)

(b)

(c)

Figure 7: a) The two grids together, b) The background
grid and c) the propeller grid. A manual, cylindrical cut
is used to remove redundant control volumes during grid
generation. Note that important flow structures like the
ring vortex are communicated at the interpolation edges
between the two meshes.
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RESULTS

Bare Hull DARPA SUBOFF

Simulation of the bare hull SUBOFF is
performed at Re = 1.1× 106, based on the hull length,
using wall-resolved LES using a timetep of tU/DH =
0.0012. The simulation was run at the target Reynolds
number for approximately 2 flow-through times to
discard transients and another 1.5 flow-throughs to collect
statistics, equating to nearly 1.4 million CPU hours.
The instantaneous flow-field around the bare hull is
shown in Figure 8, where the rapid thickening of
the turbulent boundary layer over the adverse pressure
gradient imposed by the tapering stern is visible, followed
by the development of the wake. The accurate simulation
of the hull boundary layer approaching the stern is critical
for capturing the behavior of the stern boundary layer and
the proper wake width. In the case of a propelled hull, the
simulation of the stern boundary layer is also critical to
produce the correct propeller inflow.

(a)

(b)

(c)

Figure 8: Flow over the bare hull: instantaneous (a)
velocity, (b) pressure, and (c) vorticity magnitude in the
(x,y) plane.
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Figure 9: Flow over the bare hull: (a) Cp and (b) C f on
the hull. Experimental data at Re = 1.2× 107 (Huang
et al., 1992) and the analytical C f curve for a flat plate
ZPGTBL (Schlichting, 1968) are shown for comparison.
The experimental C f is scaled to the Reynolds number of
the present simulation using the scaling law C f ∼ Re−0.2.

The pressure and skin-friction coefficients on the
hull are compared to the experimental data of Huang
et al. (1992) in Figure 9. The pressure and skin-friction
coefficients are defined as

Cp =
p− p∞

0.5ρU2
∞

(5)

C f =
τw

0.5ρU2
∞

(6)

where p∞ is the reference pressure and τw is the shear
stress at the wall. Note that the experiments of Huang
et al. (1992) were conducted at Re= 1.2×107. Since Cp is
fairly insensitive to Re for high Re, the experimental data
is compared directly to the present results in Figure 9 (a).
The agreement with the experiments is good over much of
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the hull. Note that the spike in Cp on the bow corresponds
to the trip location at x/DH = 0.75. Following the bow,
a long zero pressure gradient axisymmetric boundary
layer develops along the mid-section of the hull. Over
the stern, the hull tapers to form a convex surface at
x/L ≈ 0.8 and the flow accelerates with a corresponding
drop in pressure and increase in skin-friction coefficient.
Immediately following this acceleration, the boundary
layer experiences a strong adverse pressure gradient,
causing it to rapidly thicken and displacing the peak of
turbulent kinetic energy away from the wall, as observed
by Posa and Balaras (2016) and Jiménez et al. (2010a).

As mentioned above, the experiments were
conducted at a higher Reynolds number than the present
computations, so it is not possible to directly compare
the present skin friction results with the experimental
results. However, the skin-friction coefficient is known
to scale with Re as C f ∼ Re−0.2 for a high Re attached
zero pressure gradient boundary layer. In Figure 9 (b), this
scaling is applied to the experimental data of Huang et al.
(1992) to scale the data to the present Re for comparison.
Also shown in the figure is the analytical C f curve of a
flat plate zero pressure gradient turbulent boundary layer
(ZPGTBL) given by Schlichting (1968) as

C f = 0.0576
(

U∞x
ν

)− 1
5

(7)

The agreement with the C f slope from the above equation
is good over the zero pressure gradient region of the
hull away from the influence of the hull’s longitudinal
curvature. The above relation for a flat plate ZPGTBL
is suitable for comparison with the present computations
since the ratio of the boundary layer thickness to the
local radius of curvature of the body is small in this
region, so effects of transverse curvature are small. Kumar
and Mahesh (2018a) obtained relations for C f based
on integral boundary layer quantities for axisymmetric
boundary layers evolving under pressure gradients. They
determined that C f is always increased by the presence
of transverse curvature as long as the Rotta-Clauser
pressure-gradient parameter (Rotta, 1953; Clauser, 1954)
is positive. As predicted, the effect of transverse curvature
increases C f above levels for a flat plate ZPGTBL as the
boundary layer thickens over the hull as the ratio of the
boundary layer thickness to the radius of curvature of the
hull grows with x/L.

Figure 11 shows the mean streamwise velocity
in the axisymmetric wake normalized by the velocity at
the edge of the wake compared to the experimental data
of Jiménez et al. (2010a) at the same Reynolds number.

(a)

(b)

Figure 10: Flow over the appended hull: instantaneous
(a) velocity and (b) pressure in the (x,y) plane.
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Figure 11: Flow over the bare hull: streamwise mean
velocity normalized by the velocity at the edge of the
axisymmetric wake at a distance 3D from the downstream
end of the hull. Results are compared to measurements of
Jiménez et al. (2010a).
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Appended Hull DARPA SUBOFF

Wall-resolved LES of the appended hull
SUBOFF is performed at Re = 1.2× 106, based on the
hull length. Figure 10 shows a contour of instantaneous
x-velocity in the x-y plane. The addition of the sail and
stern appendages significantly complicates the flow-field.
Each appendage generates a junction vortex at its base as
well as a pair of counter-rotating vortices at its tip, which
originate from the pressure gradient between the tip of
the appendage and its curved sides. The junction vortex
in the wake of the sail transports high momentum fluid
closer to the hull surface, locally reducing the boundary
layer thickness compared to the lower side of the hull.
This effect is visible in the near wake of the sail in Figure
10.

Figure 12 shows the pressure coefficient on the
upper meridian of the hull and appendages (z = 0 and
y > 0) compared to experimental measurements of Huang
et al. (1992) at Re = 1.2 × 107. The experimental
measurements have been corrected for blockage effects,
as detailed in Huang et al. (1992). In addition, Figure 13
compares the pressure coefficient on the sail at 10% of
the sail height to the same experimental data set. Both
comparisons show good agreement with the experiments,
despite the difference in Reynolds number.
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Figure 12: Flow over the appended hull: pressure
coefficient on the upper meridian of the hull and
appendages (z = 0, y > 0) compared to the experimental
measurements of Huang et al. (1992) at Re = 1.2×107.
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Figure 13: Flow over the appended hull: pressure
coefficient on the sail at 10% of the sail height compared
to the experimental measurements of Huang et al. (1992)
at Re = 1.2×107.
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Figure 14: Flow over the appended hull: pressure
coefficient on the upper stern appendage at 10% of the
stern appendage height compared to the experimental
measurements of Huang et al. (1992) at Re = 1.2×107.

While the sail encounters a relatively thin
boundary layer, the boundary layer approaching the stern
appendages is significantly thicker and is evolving under
an adverse pressure gradient. The accurate simulation
of the hull boundary layer is essential to predict the
performance of the stern appendage control surfaces.
The curvature of the stern appendages introduces
additional pressure gradients to the stern compared to the
unappended case, and the resulting junction vortices and
wakes produced by each appendage would be ingested by
a stern-mounted propeller. Figure 14 shows the pressure
coefficient at 10% of the stern appendage height versus
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the tip chord of the stern appendage. This area of the stern
appendage is completely immersed in the hull boundary
layer and as a result the stagnation pressure at the leading
edge is much lower than the for the sail. Again, there is
good agreement with the measurements of Huang et al.
(1992).

Forward Mode for Propeller P4381
For forward mode of operation, the simulation is

started at target Re and is run for a total of 25 revolutions.
The simulation is performed with a time step of 0.005
unit or 2133.6 computational time steps per propeller
rotation. Run times are about 2 seconds a time step.
Flow statistics and unsteady loads are collected for the
20 revolutions. The near wake is validated qualitatively
and quantitatively. The results are compared to the 36
in. water tunnel experiments (WT) and open water
towing-tank experiments (OW) by Jessup et al. (2004,
2006). The main flow features in the propeller wake are
the helical tip vortices and the hub vortex, figure 15.

Figure 15: The flow field in forward mode showing
pressure. The low pressure regions represent the helical
tip vortices. Note the helical tip vortices and the hub
vortex being convected downstream the propeller and
through the two meshes.

Mean Flow Fields
The time-averaged flow field comparison is

focused on the near-wake region in the blade wake. In
the blade trailing edge, the thin vortex sheet is capture.
Overall, we see good qualitative agreement compared
to previous PIV measurements from experiments and
simulations, figure 17. A quantitative comparison is done
as the results are compared to PIV measurements by
extracting profiles of different flow parameters at several
locations, figure 16. Overall good agreement is shown
here as well.

x/DP

(a)

r/DP

Ux

(b)

Figure 16: Profiles of Ux at different downstream
locations: 4 is WT experiments (Jessup et al., 2004),

is LES (Kumar and Mahesh, 2017), and is the
present result. The locations from left to right on (a) are
x/DP=0.06, x/DP=0.08, x/DP=0.10. The locations from
left to right on (b) are r/DP=0.35, r/DP=0.40, r/DP=0.45

〈KT 〉 〈KQ〉
Present 0.20 0.040
LES 0.21 0.041
OW 0.20 0.042
WT 0.18 0.038

Table 4: Mean of the unsteady loads for J = 0.889. WT
and OW (Jessup et al., 2004, 2006), LES (Kumar and
Mahesh, 2017).
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x/DP

(a)

x/DP

(b)

r/DP

x/DP

(c)

x/DP

(d)

x/DP

(e)

r/DP

x/DP

(f)

Figure 17: Time-averaged flow contours in the blade
wake. (a) and (d) WT experiments (Jessup et al., 2004),
(b) and (e) LES (Kumar and Mahesh, 2017), (c) and (f)
Present. (a), (b), and (c) show Ux. (d), (e), and (f) show
Ur. The resolution on the present result is higher than the
experiments but lower than that of the LES comparison.

Propeller Loads

To compare statistics, The mean KT and KQ both
match well compared to both experiments and previous
simulations table 4. Differences between the WT and OW
results are attributed to tunnel effects in the water tunnel
experiments. These results match well with the previous
LES by Kumar and Mahesh (2017), though on a coarser
grid.

Crashback for Propeller P4381

For crashback, a solution is interpolated from
a previous solution, in order to avoid initial transients
from the initial condition. The simulation is ran for over
300 revolutions with a time step of 0.004 unit or 2100
computational time steps per propeller rotation. Run
times are about 1.5 seconds a time step.

The instantaneous flow field shows the unsteady
ring vortex caused by the interaction of the free-stream
and propeller induced reverse flow. Note that the ring
vortex is asymmetric and unsteady moving between the
background and propeller meshes, figure18.

Ux (a)

Cp (b)

Figure 18: A slice showing the instantaneous flow field
and the the ring vortex that is between the two overlapping
meshes.

Mean Flow Fields

The time-averaged flow field data is
circumferentially averaged and compared to LDV
measurements by Jessup et al. (2004) in the X-R plane
and previous simulations by Jang and Mahesh (2013).
Contours for axial velocity Ux and resolved turbulent
kinetic energy k are shown on figure 20. Overall
circumferential average fields and the mean location of the
ring vortex core show good agreement, figure 21. For a
quantitative comparison, profiles are extracted at different
x locations in the near propeller field and compared to
the experiments and previous simulations showing good
agreement, figure 19.
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r/R

Ux

(a)

r/R

Ur

(b)

r/R

Uθ

(c)

r/R

k

(d)

Figure 19: Profiles of Ux, Ur , Uθ , and k at different
downstream locations: 4 is WT experiments (Jessup
et al., 2004), is LES (Jang and Mahesh, 2013), and

is the present result. The locations are from left to
right x/R=-0.39, x/R=-0.25, x/R=0.25,x/R=0.75, where
R is the propeller radius.

(a)

(b)

Figure 20: Circumferentially averaged flow fields
showing (a) axial velocity Ux and (b) resolved turbulent
kinetic energy k with streamlines. Note that the highest
levels of k are in the vortex ring core.

-2 -1 0 1 2
0

0.5

1

1.5

2

2.5

r/R

x/R

Figure 21: Mean vortex location compared to previous
experiments and publications. © is WT experiments
(Jessup et al., 2004), ∇ is LES (Jang and Mahesh, 2013),
and F is the present result.
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Propeller Loads
Crashback is known for the unsteadiness of the

ring vortex which has a major effect on the propeller
loads. Time history is shown on 22. Propeller load
statistics are compared to previous experiments and
computations showing good agreement on table 5. KT
and KQ compare well to previous LES (Jang and Mahesh,
2013) and are between the WT and OW results. Standard
deviations match well with the fine grid simulation by
(Jang and Mahesh, 2013). The side force coefficient KS
results compare well throughout.

Figure 22: Unsteady load history for the force
coefficients. Note the unsteadiness and low frequency
high amplitude events.

〈KT 〉 σ(KT ) 〈KQ〉 σ(KQ) 〈KS〉
Present -0.41 0.053 -0.081 0.010 0.029
LES
(Coarse) -0.39 0.062 -0.078 0.012 0.035

LES (Fine) -0.38 0.055 -0.074 0.027 0.027
WT -0.33 0.060 -0.065 0.011 0.030
OW -0.41 - -0.078 - -

Table 5: Statistics of unsteady loads for J = −0.7. LES
(Jang and Mahesh, 2013), WT (Jessup et al., 2004) and
OW (Jessup et al., 2006)

The Power Spectral Density (PSD) of the force
coefficients are compared to experiments and previous
LES computations on figure 23. PSD is computed by
dividing time histories of unsteady loads into N segments
with 50 percent overlap. Each segment is filtered using
the Hanning window to minimize end effects, rescaled
to maintain the original energy, and transformed into
spectral domain using the Fast Fourier Transform (FFT).
The PSD computed for each segment are averaged over
all segments. There’s a peak at the blade passage
frequency 5 rev−1 and low frequency peaks that can
impact maneuverability. Just like for (Jang and Mahesh,
2013) we see the spectra deviate from experiment at
frequencies greater than 10 rev−1.
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Figure 23: PSD of the force coefficients (a) KT , (b) KQ,
(c) KS where is WT experiments (Jessup et al., 2004),

is LES (Jang and Mahesh, 2013), and is the
present result.

SUMMARY AND FUTURE WORK

A novel unstructured overset methodology has been
applied to building-block problems with the goal of
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simulating maneuvering marine vehicles. For the bare
hull and appended hull cases, the use of body-fitted
grids helps attain high wall resolution to capture the hull
boundary layer and its interaction with sail and appendage
flow features while simplifying grid generation. For
propeller P4381, rigid body rotation is successfully used
to simulate rotation of the propeller while the method’s
flexibility in grid generation is used. Reasonable run times
and computational cost make it possible to capture low
frequency events in the unsteady loading for crashback.
Comparisons to experiments and other simulations shows
good agreement for both cases. Overall, this work brings
us a step closer to the goal of LES of maneuvering
marine vehicles. Future simulations will focus on
assembling these building block problems to simulate
self-propulsion and other maneuvers. Essential to these
future simulations are experimental measurements of
hull forms that include both wake and boundary layer
measurements and flow-field measurements of propelled
configurations.
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