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Low-order inviscid point vortex models have demonstrated success in predicting the
qualitative behavior of aerodynamic forces resulting from unsteady lifting surface maneu-
vers. However, the quantitative agreement is often lacking as a result of applying a Kutta
condition at both edges in a fundamentally unsteady 
ow. The present work considers
the low-order Eldredge-Wang impulse matching vortex model of a pitching plate. A con-
strained minimization problem is constructed within an optimal control framework and
solved by means of variational principles. That is, we relax the Kutta condition imposed at
the plate’s edges and seek the time rate of change of the vortex strength that minimizes the
discrepancy between the model-predicted and high-�delity simulation force histories, while
adhering to the dynamics of the low-order model. The framework developed provides a
systematic means of determining the shortcomings of low-order point vortex models, thus
providing a path to improvement and re�nement. We �nd that the Kutta condition still
holds quite well at the trailing edge, but that the leading edge model requires adjust-
ment. These results will aid our understanding of appropriate leading and trailing edge
boundary conditions, and lead to improvements of low-order vortex models of maneuvering
aerodynamic 
ight.

Nomenclature

� Angle of attack
�0 Maximum angle of attack
_�0 Nominal dimensional pitch rate
�v Strength of vortex v

 Angular velocity of plate, _�
� Angular coordinate in circle plane
� Complex coordinate in circle plane
�v Position of vortex v in circle plane

�
(i)
v Position of image vortex v in circle plane

F; ~F Complex potentials in physical, circle plane
Fx; FyComponents of force
K Dimensionless pitch rate, _�0c=(2U1)
P Complex 
uid impulse
�Th Duration of hold interval

( ~U; ~V )Plate centroid velocity components in ~z frame
W Complex velocity in physical plane
a Semi-chord of plate
as Kinematic transition parameter
c Chord of plate
z Complex coordinate, x+ iy, in physical plane
~z Plate-�xed coordinates
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zc Plate centroid
zv0 Position of the releasing edge of vortex v
zv Position of vortex v in physical plane

I. Introduction

Biological mechanisms of 
ight have been the subject of much recent interest, namely for the technological
advancement potential their understanding can serve to small-scale 
ight vehicle systems. The underlying
wing motions associated with biological 
ight systems (e.g. 
apping, pitch-up) exploit the leading edge vortex
(LEV) for lift enhancement, as opposed to leading to the stall experienced by �xed-wing systems. Despite
the current understanding of biological 
ight mechanics, low-order models for predicting the aerodynamic
forces are still inadequate for designing control systems for agile 
ight vehicle maneuvers.

Low-order modeling of unsteady aerodynamics initially started with the work of Wagner25 and Theodorsen24

in the 1920s and 1930s. These works established a precedent for analyzing such problems by decomposing
the force and moment on the wing into its contributions from circulatory (i.e. vortex induced) and non-
circulatory (i.e. intertial reaction, or added mass) e�ects. Many of the models developed in this arena are
grounded in potential 
ow theory, which accounts for the circulatory forces by modeling the shed vorticity
through simple representations (e.g. continuous vortex sheets,1,13,14,17,20{22,24,25 continuous sequences of
point vortices,2,12,15 or �nite sets of point vortices with evolving strengths3,6, 11,18). Among all of these
models, the generation of vorticity is modeled through a Kutta condition imposed at salient edges.

At small angles of attack and in the absence of the LEV, these potential 
ow models reasonably predict
the circulatory forces and moments on the wing. However, the quality of prediction su�ers as the angle
of attack is increased and when the LEV plays a signi�cant role. During the last few years, Eldredge &
Wang have addressed this issue through the development of low-order vortex models with varying strength
vortices.9,10,26 Agreement of the Eldredge-Wang impulse matching vortex model with the Kutta condition
imposed at both edges is reasonably good in many cases, but not to the degree required for aerodynamic
control. The Kutta conditions imposed in the Eldredge-Wang model are not expected to hold in all cases,
especially at the leading edge where viscous e�ects and curvature play a more signi�cant role than at the
trailing edge.

In the present work, we relax the Kutta conditions imposed at the leading and trailing edges of the
impulse matching vortex model10,26 and formulate a constrained minimization problem, with respect to
high �delity simulation data, to aid in the improvement and understanding of edge conditions associated
with pitching plates. We �nd that the Kutta condition still holds quite well at the trailing edge. The
results of our optimization reveal the appropriate location of stagnation points as a function of the plate’s
kinematics, thus highlighting where the Kutta model falls short. Ultimately, the framework developed here
generalizes to other classes of vortex models where model improvement is desired.

The impulse matching model is presented in Section II. We then frame a variational approach for
improving the vortex model in Section III. The results of our optimization procedure are �nally presented in
Section IV. The case of a pitching plate is considered for various pitch rates, followed by results of impulsively
started translation of a plate at several �xed angles of attack. Concluding remarks and discussions of future
work are presented in Section V.

II. Vortex Model Formulation

In the present section, we brie
y describe the impulse matching vortex model for predicting the aerody-
namic forces of a pitching and/or translating aerofoil. The following discussion summarizes the formulation
presented in Eldredge & Wang 2011 and Wang & Eldredge 2012. The reader is referred to these sources for
a more detailed development of the model.

II.A. Complex Potential: System of Vortices in the Presence of a Flat Plate

In seeking the forces and moments associated with the arbitrary motion of an in�nitely thin 
at plate in
the presence of point vortices, we focus on the impulse matching model developed in Eldredge & Wang 2011
and in Wang & Eldredge 2012. The formulation makes use of complex potentials, such that the plate can
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be mapped from the circle plane (i.e. � = � + i�) via the Joukowski mapping, as depicted in Figure 1.

Figure 1. Schematic of plate mapping to circle of unit radius in the �-plane.

The complex mapping for a plate of semi-chord a can be expressed as

z(�) = zc + ~z(�)ei� (1)

where

~z(�) =
a

2

�
� +

1

�

�
: (2)

The plate is mapped into a circle of unit radius in the �-plane, that is � = ei� describes its surface for
� = [0; 2�). The leading edge is denoted by z10, which is located at � = 1 (i.e. ~z10 = a). Similarly, the
trailing edge is denoted by z20 which corresponds to � = �1 (i.e. ~z20 = �a). The Jacobian of this mapping
is

z0(�) =
a

2
ei�
�

1� 1

�2

�
(3)

where (�)0 denotes di�erentiation with respect to the argument.
For a plate in arbitrary rigid body motion in the presence of N -vortices, the complex potential in the

circle plane is19

~F (�) = � ia
~V

�
� i
a2

4�2
+

NX
v=1

�v
2�i

h
log (� � �v)� log

�
� � �(i)

v

�i
(4)

where �
(i)
v = 1=��v is the position of the image vortex (and (�)� denotes complex conjugation), and the leading

dipole and quadrupole terms constitute rigid body modes. Here, _zce
�i� = ~U + i ~V is the complex velocity of

the plate in its body-�xed coordinate system, and 
 = _� is the angular velocity.
A point vortex of constant strength at position zv will move with the Kirchho� velocity (the local 
uid

velocity minus the vortex’s self-contribution), denoted by W�v

dzv
dt

= W ��v(zv) = [z0�(�v)]
�1

lim
�!�v

"
@ ~F

@�
� �v

2�i

1

� � �v
� �v

4�i

z00(�)

z0(�)

#
: (5)

The �nal term inside the brackets is the so-called Routh correction,5 which accounts for the curvature of the
mapping.

II.B. Force on the Plate

The force on the plate can be obtained from the linear impulse

Fx + iFy = ��dP

dt
; (6)

where the impulse can be obtained from the general vector formula8

P =

Z
Af

x� !dA+

I
Sb

x� 
!ds+

I
Sb

x� (
b + n� ub) ds (7)
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where ! is the ambient vorticity in the 
uid region (denoted by Af ), ub is the local surface velocity of the
body with outward normal n on surface Sb, and 
! and 
b are the strengths of the vortex sheets that exist
on the body surface in response to ambient vorticity and body motion, respectively.

Equation (7) can be transformed into complex notation and simpli�ed to the �nal form (see Wang and
Eldredge 2012)

�P = iei�

"
~Myy

~V �
NX
v=1

1

2
�a�v

�
�v � �(i)

v

�#
(8)

where ~Myy = ��a2 is the sole added-mass coe�cient in the body-�xed frame. The �rst term corresponds to
the inertial reaction force in response to linear accelerations and coupled rotations-translations of the plate.
The second term represents the contribution from the vortex and its image (or alternatively, from the vortex,
modi�ed by the presence of the plate).

II.C. Impulse Matching Model

Wang and Eldredge formulated the equations of motion for a vortex system in the presence of a body by
means of an impulse matching model, based on the principle that any time variation of the strength of a
point vortex should have no direct e�ect on the force.26 Since the force arises from the rate of change of
impulse, this e�ect can be achieved by considering a virtual \surrogate" vortex at the same instantaneous
location and strength as the physical vortex, but moving with constant strength at the Kirchho� velocity
(5). The resulting equations of motion for the vortex system considered are

dzv
dt

+
h(zv � z10; zv � z20)

�v

d�v
dt

= W ��v(zv) (9)

where

h(v; w) =
jvjw + jwjv
jvj+ jwj

: (10)

For a 
at plate with a leading and trailing edge, two developing vortices are considered in addition to
any vorticity already existing in the 
ow. The strengths of these developing point vortices are determined
by applying a Kutta condition at each edge. This can be expressed through the set of regularity conditions

2 ~V �k0 + 
a+

NX
v=1

�v
�a

Re

�
�v + �k0

�v � �k0

�
= 0; k = 1; 2 (11)

where �10 = 1 and �20 = �1. The system of equations in (11) is solved for �1 and �2 at each instant, based
on the instantaneous states of the plate and the constant-strength vortices.

III. A Variational Approach to Vortex Model Improvement

The Eldredge-Wang impulse matching model leads to agreeable aerodynamic force predictions under
many circumstances, but these predictions may be inadequate for the purposes of aerodynamic control. In
the present section, we formulate a constrained optimization problem with free initial states by which the
shortcomings of the imposed Kutta conditions are determined. We outline the steepest descent algorithm
used in solving the optimization problem, and we discuss the high-�delity computations used in determining
the true force histories against which the optimization is conducted.

III.A. Constrained Optimization Formulation

We seek to improve the Eldredge-Wang impulse matching model by relaxing the Kutta condition at both
edges and determining the best time rate of change of vortex strengths, such that the model force predictions
become more accurate with respect to the true aerodynamic forces observed. To do so, we consider the
nonlinear continuous time optimal control problem with �xed initial and terminal times. We seek the
optimal control history u(t) and the parameter vector � that minimize the mean squared error between
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the true and the model predicted force histories, while adhering to the governing equations of the impulse
matching vortex model. That is,

J� = min
u;�

Z tf

to

g(x;u; t)dt (12)

= min
u;�

Z tf

to

�
F true
x (t)� Fmodel

x (x;u; t)
�2 � �F true

y (t)� Fmodel
y (x;u; t)

�2
dt (13)

subject to the constraints de�ned by the vortex model dynamics

_x(t) = f(x;u; t) (14)

and the initial and �nal states

x(to) = xo(�) (15)

x(tf ) = xf (�) (16)

which depend upon the parameter vector, �. In this formulation, the state and input vectors are de�ned,
respectively, as

x(t) :=
h
�1 �1 �2 �2 �1 �2

iT
2 R6 (17)

and

u(t) :=
h

_�1
_�2

iT
2 R2; (18)

where �v = �v + i�v corresponds to the coordinates of vortex v in the circle plane. The right hand side of the
state update equation follows the Eldredge-Wang impulse matching model for the vortex positions, while
the strength propagation of each vortex v is determined from the control input _�v.

We construct the Hamiltonian for this system

H(x;p;u; t) = g(x;u; t) + p(x;u; t)Tf(x;u; t) (19)

where p(x;u; t) represents the costate of the system, corresponding to the marginal cost of violating the
system constraints. We solve the minimization for u(t) through the following system of equations

_x =
@H
@p

(x;p;u; t) = f(x;u; t) (20)

_p = �@H
@x

(x;p;u; t) = � @g
@x

(x;u; t)�
�
@f

@x
(x;u; t)

�T
p(x;u; t) (21)

0 =
@H
@u

(x;p;u; t) =
@g

@u
(x;u; t) +

�
@f

@u
(x;u; t)

�T
p(x;u; t) (22)

and, simultaneously, solve the minimization for � from

0 =
@J

@�
: (23)

Minimizations with respect to both u and � are conducted by means of the steepest descent algorithm,
outlined in Section III.B.

III.B. Method of Solution

The steepest descent algorithm, tailored to our problem of interest, consists of four steps4,16,23

1. Uniformly discretize the time interval [t0; tf ] into N equal subintervals and assume the control takes
the form of a zero-order hold u(0)(t) = u(0)(tk), t 2 [tk; tk+1]; k = 0; 1; : : : ; N � 1.

2. Apply the assumed control sequence u(i) to integrate the state equations forward in time from t0 to tf
with the current iteration of the initial conditions x(0) = xo(�) and store the state trajectory x(i).
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3. Apply both u(i) and x(i) to integrate the costate equations backward in time from tf to t0, where the

terminal value of the costate p is p(i)(tf ) = 0: Evaluate and store both @J (i)=@� and @H(i)(t)=@u,
t 2 [t0; tf ].

4. Evaluate the stopping criterion and stop the iterative procedure if




@H(i)

@u






 =

�Z tf

t0

h
@H(i)(t)=@u

iT h
@H(i)(t)=@u

i
dt

�1=2

� �;

otherwise adjust the control sequence and parameter vector to

u(i+1)(tk) = u(i)(tk)� �u
@H(i)

@u
(tk); k = 0; 1; : : : ; N � 1:

and

�(i+1) = �(i) � ��
@J (i)

@�

Then set �(i)  �(i+1) and u(i)  u(i+1), then return to step 2.

III.C. True Force Histories: High-Fidelity Viscous Vortex Particle Simulation

In the above formulation, we have assumed the existence of true force histories (i.e. F true
x and F true

y ) to
minimize the error of our model predictions with respect to. For the purposes of the present study, we
incorporate data from high-�delity computations performed by way of the viscous vortex particle method
(VVPM), in which the Navier-Stokes equations are discretized by vorticity-bearing particles that advect
with the local 
uid velocity. The method uses a fractional stepping procedure, in which the 
uid convection,

uid di�usion, and vorticity creation are treated in separate substeps of each time increment. The results
of the VVPM computations have been veri�ed against the experimental data of Granlund et al. 2010 for
the case of a pitching plate.9,10,26 Details of the VVPM algorithm can be found in Eldredge 2007. It is
important to note that any source of truth data can be used within the optimization framework; the choice
to use the VVPM results was made, primarily, based on the availability of the data over a range of kinematic
maneuvers.

IV. Results and Discussion

The present section presents the results of the optimized impulse matching model for the cases of a
pitching plate and an impulsively started translating plate at �xed angle of attack. We compare these
results with the high-�delity VVPM simulation data and with the original impulse matching model (i.e.
with the Kutta condition imposed at both leading and trailing edges).

IV.A. Pitching Kinematics

The pitching wing to be studied in this work is drawn schematically in Figure 2. A two-dimensional wing
pro�le of chord c = 2a, thickness 0:023c, and semicircular edges translates rectilinearly at speed U(t) in an
incompressible 
ow with density � and kinematic viscosity �. The wing undergoes a pitch-up maneuver at
nominal angular velocity _�0 to 90 degrees about an axis situated Xp aft of the leading edge. We consider
the case of pitching, in which the translational motion is de�ned as a constant speed, U(t) = U0.

The angle of attack, �, is prescribed over time with a schedule given by

�(t) = �0
G(t)

maxG
(24)

where the maximum of G is taken over the time interval of interest, so that the maximum angle �0 is achieved
when G reaches this maximum. The function G describes a smoothed pitch-up maneuver starting at zero
angle of attack,

G(t) = log

�
cosh(asU0(t� t1)=c)

cosh(asU0(t� t2)=c)

�
� asU0(t1 � t2)=c: (25)
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Figure 2. Schematic of pitching wing.

The parameter as controls the speed of the transitions between kinematic intervals, with larger values
producing sharper transitions. The times t1 and t2 represent transition instants during the maneuver: t1 is
the start of the pitch-up, while t2 = t1 + �0= _�0 is the end of the pitch-up. For the cases studied here, the
pitch-up starts at t1 = c=U0, which allows su�cient time for the boundary layers to develop on the plate
(in the high-�delity simulations) prior to the initiation of rotation. (Note that, for the function G to work
as designed, the aforementioned maximum of G should be taken over a time interval [t1; tb], where tb � t2.
Clearly, this maximum is simply G(tb) for the function speci�ed here, and if, tb & t2 + 2c=(asU0), then
maxG � 2asU0(t2 � t1)=c.

For the purpose of the impulse matching model presented in Section II, it is useful to note that in the
plate motion considered here, the ~y-velocity component in the plate-�xed coordinate system is given by
~V = 
(Xp � c=2)� U sin�, where 
 = _�.

The Reynolds number, Re = U0c=v, is �xed at 1000 for all high-�delity simulations; this choice is a
compromise between ensuring su�ciently small e�ects from viscosity and requiring modest computational
resources for full resolution of 
ow phenomena. The nominal pitch rate, _�, is speci�ed via the dimensionless
parameter K = _�0c=(2U0). The pitch axis is located throughout at the leading edge of the plate (Xp = 0),
and the maximum angle �0 is �=2. The smoothing parameter, as, in the kinematics described in (25) is set
to 11 in all cases. The resulting lift and drag are scaled conventionally by �U2

0 c=2 to form coe�cients Cl and
Cd, respectively.

The high-�delity simulations are conducted throughout this study with particle spacing �x = 0:0025c,
time-step size �t = 0:0025c=U0, and 1588 panels on the plate. The results were veri�ed to be su�ciently
converged with this choice of parameters.

IV.A.1. Pitching Kinematics: K=0.2

The lift and drag coe�cients corresponding to the pitch-up maneuver of a 
at plate are presented in Figure
3. The results of the optimized impulse matching model are presented alongside those of the high-�delity
simulation (Re = 1000) and the Eldredge-Wang impulse matching model with Kutta condition imposed
at both edges. We see that the optimized model performs signi�cantly better than the original low-order
model in predicting the force histories. The accuracy of the optimized model’s force prediction is quite
remarkable, given the fact that the low-order model possesses only six degrees of freedom, whereas the
numerical simulation ultimately uses on the order of 5�105 computational particles, each with three degrees
of freedom.

The following three �gures present the inputs and states of the system corresponding to the optimal
solution compared alongside the values resulting from a Kutta condition. Figure 4 shows the control input
for both of these models. Since it is the time rate of change of the strength, it is not necessarily the most
meaningful value to compare, but nonetheless we observe visible di�erences in the trends. Figure 5 compares
the vortex positions in the circle plane. We see that the initial conditions of the LEV are notably di�erent
from the Kutta values; otherwise, the trends are quite consistent between the two models, especially for
the trailing vortex. The most signi�cant di�erence between the models arises in the strength predictions,
presented in Figure 6. We see that the Kutta condition tends to over-predict the magnitude of the strength
of both vortices. This is expected, since in reality there are viscous e�ects at play which lead to reducing the
net circulation in the vicinity of either edge (e.g. through interactions with secondary vortices of opposite
sign).

Figure 7 presents the streamlines associated with the optimized impulse matching model at � = 15o, 30o,
and 45o during the pitching motion.
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Figure 3. Pitching plate (K = 0:2) drag and lift coe�cient histories associated with the VVPM data, the impulse
matching model with Kutta conditions imposed at both the leading and trailing edge, and the optimal impulse matching
model.
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Figure 4. Pitching plate (K = 0:2) time rate of change of leading and trailing edge vortex strengths (d�1=dt and d�2=dt,
respectively) from the impulse matching model with the Kutta condition imposed at both the leading and trailing edge
and based on the optimization.
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Figure 5. Pitching plate (K = 0:2) leading and trailing edge vortex positions in the circle plane (�1 = �1 + i�1 and
�2 = �2 + i�2, respectively) from the impulse matching model with the Kutta condition imposed at both the leading and
trailing edge and based on the optimization.
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Figure 6. Pitching plate (K = 0:2) leading and trailing edge vortex strengths (�1 and �2, respectively) from the impulse
matching model with the Kutta condition imposed at both the leading and trailing edge and based on the optimization.
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Figure 7. Pitching plate (K = 0:2) streamlines at � = 15o, 30o, and 45o based on the optimal impulse matching model.
Streamlines that pass through the plate’s edges are drawn in bold blue and black.

9 of 19

American Institute of Aeronautics and Astronautics

D
ow

nl
oa

de
d 

by
 J

ef
f 

E
ld

re
dg

e 
on

 J
an

ua
ry

 1
1,

 2
01

3 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

01
3-

35
1 



IV.A.2. Pitching Kinematics: K=0.7

We now consider a more rapid pitch-up maneuver at K = 0:7, for which the lift and drag coe�cient
time histories are presented in Figure 8. Again, we see outstanding improvement compared to the original
Eldredge-Wang model.

Figure 9 presents the control inputs for the optimized model and the Kutta imposed model. Again, the
results here are not of signi�cant interest because they represent the time rate of change of the strength of
each vortex, but they do demonstrate notable di�erences between the two models. We point out that the
�nal value of the optimal control input aligns with the Kutta-based value as a matter of coincidence (i.e.
this condition was not in any way imposed through the optimization procedure).

Figure 10 shows the strength histories corresponding to each model. The Kutta condition over-predicts
the magnitudes of these values in this case as well. The discrepancy seems to be to a lesser degree for K = 0:7
than for K = 0:2 because the rapid pitch allows less time for viscous e�ects to be as dominant. This fact also
accounts for the better accuracy of the force predictions for K = 0:7 (Figure 8) than for K = 0:2 (Figure 3).
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Figure 8. Pitching plate (K = 0:7) drag and lift coe�cient histories associated with the VVPM data, the impulse
matching model with Kutta conditions imposed at both the leading and trailing edge, and the optimal impulse matching
model.
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Figure 9. Pitching plate (K = 0:7) time rate of change of leading and trailing edge vortex strengths (d�1=dt and d�2=dt,
respectively) from the impulse matching model with the Kutta condition imposed at both the leading and trailing edge
and based on the optimization.
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Figure 10. Pitching plate (K = 0:7) leading and trailing edge vortex strengths (�1 and �2, respectively) from the impulse
matching model with the Kutta condition imposed at both the leading and trailing edge and based on the optimization.
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Figure 11. Pitching plate (K = 0:7) streamlines at � = 15o, 30o, and 45o based on the optimal impulse matching model.
Streamlines that pass through the plate’s edges are drawn in bold blue and black.
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IV.B. Impulsive Translation

In the previous section, we considered the performance of the optimized model for the pitching problem, for
which the aerodynamic forces consist of both inertial and circulatory contributions, and the leading-edge
vortex develops in response to both translation and rotation relative to the surrounding 
uid. In the present
section, we explore the optimized model’s performance in the simpler scenario of impulsive translation at a
�xed angle of attack at Re = 1000. This motion results in an in�nitely large inertial reaction force at t = 0+,
but at all subsequent times the force is due almost entirely to circulatory e�ects (with the exception of drag
at small angles, which is dominated by skin friction). For the purposes of the optimization, we consider
minimizing the mean squared error between force histories after the plate has translated 10% of a chord
forward. We evaluate the optimized model for this problem at three di�erent �xed angles of attack: 10o,
45o, and 90o.

IV.B.1. Impulsive Translation: � = 10o

The resulting forces from the optimized model for 10 degrees angle of attack are presented in Figure 12.
We �nd improvements in the lift prediction, but at the expense of the accuracy of the drag history. Since
the impulse matching model does not account for skin friction drag, which is a dominant component at
low angles of attack, this behavior does not come as a surprise. Including approximations of the viscous
contribution in this model, for example by incorporating Stokes’ �rst problem, will likely mitigate this issue.

Figures 13 and 14 con�rm the role of the LEV when viscous e�ects are dominant. We see in all these
�gures that the behavior of various quantities corresponding to the LEV remain relatively unaltered. It
seems that the optimization is unable to �nd anything better to do with the LEV, since an inviscid vortex
model is inadequate for predicting the drag in this con�guration. The streamlines at Ut=c = 0:2, 1:0, and
2:0 are presented in Figure 15.
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Figure 12. Impulsively translating plate (� = 10o) drag and lift coe�cient histories associated with the VVPM data,
the impulse matching model with Kutta conditions imposed at both the leading and trailing edge, and the optimal
impulse matching model.

IV.B.2. Impulsive Translation: � = 45o

The optimized model performs remarkably better when the skin friction component of drag is less important,
as seen in the force histories for the translating plate at � = 45o in Figure 16. Despite the improvements
over the � = 10o case, there is still a lack of agreement near the terminal time. This mismatch can be
attributed to the initiation of a bursting process that occurs a few fractions of a chord prior to the plate
reaching its terminal location. The two-vortex model has di�culty capturing the e�ects associated with the
bursting process. Indications of the bursting are present in the streamlines presented in Figure 19(c), where
the streamline drawn in blue has moved o� of the plate’s surface.

Figure 17 presents the time rate of change of vortex strengths. It is clear that the initiation of the
bursting process leads to unsmooth behavior in the �nal solution of the optimal control input. This jitter is
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Figure 13. Impulsively translating plate (� = 10o) time rate of change of leading and trailing edge vortex strengths
(d�1=dt and d�2=dt, respectively) from the impulse matching model with the Kutta condition imposed at both the
leading and trailing edge and based on the optimization.
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Figure 14. Impulsively translating plate (� = 10o) leading and trailing edge vortex strengths (�1 and �2, respectively)
from the impulse matching model with the Kutta condition imposed at both the leading and trailing edge and based
on the optimization.
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Figure 15. Impulsively translating plate (� = 10o) streamlines at Ut=c = 0:2, 1:0, and 2:0 based on the optimal impulse
matching model. Streamlines that pass through the plate’s edges are drawn in bold blue and black.
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smoothed out in the actual strength history, as seen in Figure 18. We observe that the discrepancy between
the Kutta result and the optimal solution increases as the separation bubble grows.

The streamline plots demonstrate that the trailing edge streamline passes directly through the trailing
edge (see Figures 19(a) and 19(b)), as predicted by the Kutta condition, until the bursting process is initiated
(Figure 19(c)). The streamline corresponding to the leading edge initially passes through the leading edge,
but slowly moves aft as the plate moves forward. The stagnation streamline on the underside of the plate
remains more or less in the same location throughout the course of motion considered.
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Figure 16. Impulsively translating plate (� = 45o) drag and lift coe�cient histories associated with the VVPM data,
the impulse matching model with Kutta conditions imposed at both the leading and trailing edge, and the optimal
impulse matching model.
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Figure 17. Impulsively translating plate (� = 45o) time rate of change of leading and trailing edge vortex strengths
(d�1=dt and d�2=dt, respectively) from the impulse matching model with the Kutta condition imposed at both the
leading and trailing edge and based on the optimization.

IV.B.3. Impulsive Translation: � = 90o

The case of a plate translating at 90o results in great agreement between the optimized model and the
high-�delity force curves. Figure 20 shows excellent agreement for the drag coe�cient for all times. The
lift coe�cient is slightly larger than zero, even though the Kutta-based model was able to capture exactly
zero lift for this con�guration. This can be explained by considering the resulting streamlines in Figure 24.
We observe slight asymmetries introduced to the 
ow as a byproduct of the optimization. This asymmetric
behavior can be overcome by imposing additional constraints in the optimization problem formulation,
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Figure 18. Impulsively translating plate (� = 45o) leading and trailing edge vortex strengths (�1 and �2, respectively)
from the impulse matching model with the Kutta condition imposed at both the leading and trailing edge and based
on the optimization.
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Figure 19. Impulsively translating plate (� = 45o) streamlines at Ut=c = 0:2, 1:0, and 2:0 based on the optimal impulse
matching model. Streamlines that pass through the plate’s edges are drawn in bold blue and black.
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though this would limit the generality of the approach.
The time rate of change of the vortex strengths remain quite close to the Kutta predicted behavior, as

seen in Figure 21. The primary contributing factor in achieving better agreement in this con�guration seems
to be the initial position of the LEV (see Figure 22), though the slight alterations to the time rate of change
of the vortex strengths also play a role.
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Figure 20. Impulsively translating plate (� = 90o) drag and lift coe�cient histories associated with the VVPM data,
the impulse matching model with Kutta conditions imposed at both the leading and trailing edge, and the optimal
impulse matching model.
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Figure 21. Impulsively translating plate (� = 90o) time rate of change of leading and trailing edge vortex strengths
(d�1=dt and d�2=dt, respectively) from the impulse matching model with the Kutta condition imposed at both the
leading and trailing edge and based on the optimization.
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Figure 22. Impulsively translating plate (� = 90o) leading and trailing edge vortex positions in the circle plane (�1 =
�1 + i�1 and �2 = �2 + i�2, respectively) from the impulse matching model with the Kutta condition imposed at both the
leading and trailing edge and based on the optimization.
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Figure 23. Impulsively translating plate (� = 90o) leading and trailing edge vortex strengths (�1 and �2, respectively)
from the impulse matching model with the Kutta condition imposed at both the leading and trailing edge and based
on the optimization.

 t = 0.2

−1 −0.5 0 0.5 1 1.5 2
−1.5

−1

−0.5

0

0.5

(a) Ut=c = 0:2

 t = 1

−1 −0.5 0 0.5 1 1.5 2
−1.5

−1

−0.5

0

0.5

(b) Ut=c = 1:0

 t = 2

−1 −0.5 0 0.5 1 1.5 2
−1.5

−1

−0.5

0

0.5

(c) Ut=c = 2:0

Figure 24. Impulsively translating plate (� = 90o) streamlines at Ut=c = 0:2, 1:0, and 2:0 based on the optimal impulse
matching model. Streamlines that pass through the plate’s edges are drawn in bold blue and black.
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V. Conclusions

In this work, we have formulated a systematic framework for vortex model improvement based on vari-
ational principles and optimal control theory. We have demonstrated the optimization method’s merits by
demonstrating improvements to the Eldredge-Wang impulse matching model for predicting the forces result-
ing from the pitching and/or translation of a two-dimensional plate. The force computations resulting from
the optimized model match those predicted by high-�delity simulations remarkably well for most of the 
ows
considered. The only short-comings arose for low angle of attack translation (i.e. when the skin friction
drag was a dominant factor) and for 
ows undergoing vortex bursting. Despite these \short-comings," the
optimized model consistently predicted the forces better than the original impulse matching model for all
the cases considered. Moreover, the quality of the results obtained using only 6 degrees of freedom is impres-
sive, considering that the fully-resolved high-�delity simulations used between 105{106 degrees of freedom
at Re = 1000.

Prior to this work, the Kutta condition was the gold standard for determining the strengths of developing
point vortices. Here, we have provided a framework for relaxing the Kutta condition and determining
the vortex strengths empirically from high-�delity numerical computations, instead. As such, the model
optimization methodology presented serves as a framework for model reduction, with a phenomenological
basis.

In future work, we hope to construct a \generalized Kutta condition" for unsteady aerodynamic 
ows
based on the results of model optimizations, such as the ones conducted in the present work. The optimization
framework can also be extended to other vortex systems of interest (e.g. �nite aspect ratio wings). To take
such a step, however, will require the appropriate vortex models to represent such 
ows. Both of these items
are targets of future study for the authors.
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