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Abstract— A sum-of-squares program is an optimization
problem with polynomial sum-of-squares constraints. The con-
straints and the objective function are affine in the decision
variables. This paper introduces a generalized sum-of-squares
programming problem. This generalization allows one decision
variable to enter bilinearly in the constraints. The bilinear
decision variable enters the constraints in a particular struc-
tured way. The objective function is the single bilinear decision
variable. It is proved that this formulation is quasiconvex
and hence the global optima can be computed via bisection.
Many nonlinear analysis problems can be posed within this
framework and two examples are provided.

I. INTRODUCTION

A polynomial is a sum-of-squares (SOS) if it can be
expressed as a sum of squares of other polynomials. An SOS
program is an optimization problem with polynomial SOS
constraints [16], [17]. The constraints and objective function
are affine in the decision variables. The algorithms to solve
SOS programs rely on connections between SOS polynomi-
als and positive semidefinite matrices [6], [18], [16], [12],
[17]. In particular, software is available to convert the SOS
programs to semidefinite programs [19], [13], [2]. Many
nonlinear analysis problems, e.g. Lyapunov stability analysis,
can be formulated within this optimization framework.

This paper provides a generalization to SOS programming
problems. One decision variable is allowed to enter bilinearly
into the SOS constraints. The bilinear decision variable enters
the constraints in a particular structured way. The objective
function of the generalized SOS program is the decision
variable that enters bilinearly. It is proved that the generalized
SOS program is quasiconvex and hence the global optima
can be computed via bisection. A standard SOS feasibility
problem is solved at each step of the bisection. Software has
been developed to solve this particular bisection problem.
The relation between SOS programs and generalized SOS
programs is analogous to the relation between semidefinite
programs and generalized eigenvalue problems. Algorithms
for solving generalized eigenvalue optimization problems
could potentially be used to solve generalized SOS programs
with significantly less computation than bisection. This ap-
proach is not taken since the current theory and available
software for solving large, sparse generalized eigenvalue
problems is not as developed as for semidefinite program-
ming problems.

The generalized SOS program also finds many applica-
tions in nonlinear analysis. Two examples provided in this
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paper are the computation of maximum decay rates and
estimates of regions of attraction. In the second example
an estimate of the region of attraction is formulated as a
set containment condition. A sufficient condition for this set
containment condition is reformulated as an SOS constraint
with one bilinear variable. This leads to a generalized SOS
program. Similar set containment conditions appear in many
local nonlinear analysis problems, e.g in computations for
reachability sets, input-output gains, and robustness with
respect to uncertainty for nonlinear polynomial systems [24],
[25], [28]. Thus generalized SOS programs play a role in
many local nonlinear analyses.

The remainder of the paper has the following structure.
The next section briefly reviews background material on
semidefinite programming, generalized eigenvalue problems
and sum-of-squares polynomial optimizations. The general-
ized SOS program is introduced in Section III. The proof
of quasiconvexity is provided in the same section. Two
generalized SOS examples are presented in Section IV.
Finally, conclusions are given in Section V.

II. BACKGROUND

This section briefly reviews the main results for semidefi-
nite programming [3], [31], generalized eigenvalue problems
[4] and sum-of-squares polynomial optimizations [6], [12],
[16], [17], [18], [20]. Additional details can be found in the
references.

A. Semidefinite Programming

A symmetric matrix A € R™*" is positive semidefinite if
2T Az > 0 for all z € R”™. Positive semidefinite matrices
are denoted by A > 0. A semidefinite program is an
optimization problem of the following form:

T

min,, ctu )
subject to:  A(u) := Ao+ >, urAy = 0
The symmetric matrices Ag,..., A, € R" ™ and the

vector ¢ € R" are given data. The vector u € R" is
the decision variable. The constraint, A(u) > 0, is called
a linear matrix inequality (LMI) although it is technically
affine in the decision variables. The single LMI constraint is
without loss of generality; multiple LMI constraints can be
block-diagonally concatenated for form a single larger LMI
constraint. Equation 1 is referred to as the primal problem.
The dual associated with this primal problem is:

maxq —Tr [AoQ)]
subject to: Tr[AxQl=cx k=1,...,r 2)
Q=0



where Q = Q7 € R™ " is the decision variable for the
dual problem. Tr[-] denotes the trace of a matrix. This
dual problem can be recast in the form of Equation 1
and thus it is also a semidefinite program. The primal and
dual formulations may appear restrictive but they are quite
versatile and SDPs find applications in many problems of
interest [3]. Moreover, SDPs are convex optimizations and
quality software exists to solve these problems. For example,
the Robust Control Toolbox function mincx solves the
primal form [1]. SeDuMi [23], [22] is a freely solver for
MATLAB that simultaneously solves the primal and dual
forms of a semidefinite program.

In some cases, the only goal is to find a decision variable
that satisfies a linear matrix inequality constraint. These are
linear matrix inequality feasibility problems. The following
is an example:

Find v € R” such that Ay + Z upAg = 0 3)
k=1
B. Generalized Eigenvalue Problems
A generalized eigenvalue problem [4] is a optimization
problem of the following form:

min,, A’maa; (A(u)v B(U))
subject to: B(u) =0 €]
Cu) =0

where Ajq. (A, B) is the maximum generalized eigenvalue
of (A, B). The vector u € R" is the decision variable and
A, B, C depend affinely on w. This optimization involves
convex (LMI) constraints and a quasiconvex cost function.
Thus a generalized eigenvalue problem is a quasiconvex
optimization.

This optimization can be equivalently written in the fol-
lowing form:

ming 4, t

subject to:  tB(u) — A(u) = 0 )
B(u) >0
C(u) =0

where the scalar ¢ € R is an additional decision variable. In
this form the second and third constraints in the optimization
problem are LMIs and the cost is a linear function of the
decision variables. However this is not an SDP because the
first constraint is bilinear in the decision variables ¢ and wu.

The global minimum of a generalized eigenvalue problem
can be computed via bisection on t. Each step of the bisection
involves holding ¢ fixed and solving for u that satisfies
the matrix inequalities in Optimization 5. This is an LMI
feasibility problem at each step of the bisection. Algorithms
have also been designed specifically for solving generalized
eigenvalue problems without resorting to bisection [4], [14].
For example, the Robust Control Toolbox function gevp [1]
solves generalized eigenvalue problems using the Projective
Method in [14]. The computational complexity of these algo-
rithms is roughly the same as one LMI feasibility problem
for a fixed ¢ and hence they are substantially faster than
applying bisection.

C. SOS Polynomials

N denotes the set of nonnegative integers, {0, 1, ...}, and
N" is the set of n-dimensional vectors with entries in N.
For o € N, a monomial in variables {z1,...,z,} is given
by % = a'25?.--2%. The degree of a monomial is
defined as degz® = »_"" | ;. A polynomial is a finite linear
combination of monomials:
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where ¢, € R and A is a finite collection of vectors in
N™. R[z] denotes the set of all polynomials in variables
{z1,...,x,} with real coefficients. Using the definition of
deg for a monomial, the degree of p is defined as degp =
mMaXacA, co20 |degz®].

A polynomial p is a sum-of-squares (SOS) if there exist
polynomials {f;}", such that p = Y_.", f?. The set of
SOS polynomials is a subset of R[z] and is denoted by
Y[z]. If p is a sum-of-squares then p(z) > 0 Vax € R™.
Thus p € X[z] is a sufficient condition for a polynomial to
be globally non-negative. The converse is not true, i.e. non-
negative polynomials are not necessarily SOS polynomials
[21].

Define z as the column vector of all monomials in vari-
ables {x1,...,2,} of degree < d: !

2o, 2l T

(6)

There are (’”Z*I) monomials in n variables of degree k.

- 2
z= [17 T1, T2y ..., Ty, T1, T1T2, ..., T

Thus z is a column vector of length [, = Zi:o (’”‘Z‘l) =
(”ji‘d). If f is a polynomial in n variables with degree
< d then by definition f is a finite linear combination of
monomials of degree < d. Consequently, there exists a € R
such that f = a”'z.

Two facts that follow from Theorem 1 and its preceding
Lemma in [20] are:

1) If p is a sum-of-squares then p must have even degree.
2) If p is degree 2d (d € N) and p = Y_/*, f? then
deg f; < d Vi.

The following theorem, introduced as the “Gram Matrix”
method by [6], connects SOS polynomials and positive
semidefinite matrices. This result can be found more recently
in [18].

Theorem 1: Suppose p € R[z] is a polynomial of degree
2d and z is the [, x 1 vector of monomials defined in
Equation 6. Then p is a SOS if and only if there exists
a symmetric matrix Q € R’**!s such that Q > 0 and
p=2TQz.

Proof:

'Any ordering of the monomials can be used to form z. In Equation 6,
x® precedes = in the definition of z if:

deg z® < degx?
or

degz® = deg z® and the first nonzero entry of o« — 8 is > 0



(=) If p is a SOS, then there exists polynomials {f;}7,
such that p = >"7" | f2. By fact 2 above, deg f; < d for all
1. Thus, for each f; there exists a vector, a; € R!=, such that
fi = al z. Define the matrix, A € R=*™, whose i*" column
is a; and define @ = AA” > 0. Then p = 27 Qz.

(<) Assume there exists Q = Q7 € R!>*!= such that
Q = 0 and p = 27Qz. Define m = rank(Q). There exists
a matrix A € R!=*™ such that Q = AAT. Let a; denote the
it" column of A and define the polynomials f; = 2”a,;. By
definition of f;, p=2T(AAT)z=Y" f2 1

D. SOS Programs

A sum-of-squares program is an optimization problem
with a linear cost and affine SOS constraints on the decision
variables [19]:

. T
7
min ¢’ u (7N
subject to: ag(z,u) € X[z], k=1,...N

u € R” are decision variables. The polynomials {ay} are
given as part of the problem data and are affine in w, i.e.
they are of the form:

ag(z,u) == ago(z) + ap1(x)ur + - - + ag p()un,  (8)

Many nonlinear analysis problems can be posed within this
optimization framework [16].

Theorem 1 is used to convert an SOS program into a
semidefinite-programming problem. For example, the con-
straint ay(z, u) € X[z] can be equivalently written as:

ag,o(x) + ap1(@)ur + - + apn(z)u, = 2TQz 9)
Q=0 (10

Q@ is a new matrix of decision variables that is introduced
when converting an SOS constraint to an LMI constraint.
Equating the coefficients of 27Qz and ax(z,u) imposes
linear equality constraints on the decision variables v and Q).
Thus, Equation 9 can be rewritten as a set of linear equality
constraints on the decision variables. All SOS constraints
in Equation 7 can be replaced in this fashion with linear
equality constraints and LMI constraints. As a result, the
SOS program in Equation 7 can be written in the SDP dual
form (Equation 2).

There is software available to perform the conversion from
SOS programs to SDPs. SOSOPT [2], SOSTOOLS [19],
and Yalmip [13] are freely available MATLAB toolboxes for
solving SOS optimizations. These packages allow the user to
specify polynomial constraints using a symbolic or polyno-
mial toolbox. The toolboxes convert the SOS optimization
into an SDP which is solved with a freely available SDP
solver. Finally these toolboxes convert the SDP solution back
to a polynomial solution. A drawback is that the size of the
resulting SDP grows rapidly in both the number of variables
and degrees of the polynomials in the SOS optimization.
While various techniques can be used to exploit the problem
structure [9], this computational growth is a generic trend
in SOS optimizations. This roughly limits SOS methods to
nonlinear analysis problems with at most 8-10 states and
polynomial models with degree of at most 3-5.

III. QUASICONVEX SOS PROGRAMS

Generalized eigenvalue problems extend SDPs by allow-
ing one decision variable to enter bilinearly in the matrix
constraints. Similarly, SOS programs can be extended to
allow the one decision variable to enter bilinearly in the SOS
constraints. A generalized SOS program is an optimization
of the form:

ming ,, t
subject to:  thg(z,u) — ag(z,u) € X[z], k=1,...N
bp(z,u) € Ez], k=1,...N
ck(zyu) €Xz], k=1,...M
(11

t € R and v € R" are decision variables. The polynomials
{ax}, {bx}, and {cx} are given data and are affine in u. The
optimization cost is linear in the decision variables and the
constraints by (x, u) € X[x] and ¢ (x, u) € X[x] are standard
SOS constraints. This is not an SOS program because the
constraints tby(x,u) — ag(z,u) € X[z] are bilinear in the
decision variables ¢ and u. However, the generalized SOS
program is quasiconvex. The proof of this statement follows
from the next Lemma and Theorem.

Lemma 1: If c¢1, co € R are non-negative and pi, ps €
Y[z] then ¢1p1 + cap2 € Blx].
Proof: Since p1, p2 € X[x], there exists polynomials { f; }7"
and {g;}"3 such that p; = > ;"' f? and po = > 1% g2
Define h; = \/cif; fori =1,...,my and Ay, 15 = \/C20;
for i = 1,...,mq. Then ¢ipy + copa = Yo7 7™2 hZ. By
definition, c¢1p1 + cap2 € Xz]. A

Theorem 2: Optimization 11 is quasiconvex.
Proof: For notational simplicity consider the case where N =
1 and M = 1. The extension to multiple SOS and generalized
SOS constraints is straightforward. The generalized SOS
program can be equivalently written:

min, f(u)
subject to: ¢z, u) € X[x] (12)
where the function f : R” — R is defined as:
“+oo b(z,u) ¢ X[x]
f(u) := ¢ mingt b(z,u) € 3[x]
subject to:
th(z,u) — a(z,u) € L[z
(13)

The constraint ¢(z, u) € X[z] in Optimization 12 is a convex
constraint on u. Hence the proof is completed by showing
that the cost function f is quasiconvex.

Quasiconvexity of f follows by proving that all sublevel
sets of f are convex. Consider the sublevel set S, :=
{ueR" : f(u) <~} If v = 400 or S, = ( then S,
is trivially convex so assume y < +oo and S, # (). Take
any up,us € Sy. By the definition of f, there exists t; <
such that t;b(x,u;) — a(z,u;) € X[z] and bz, u;) € X[z]
fori=1,2.



For any a € [0,1] define the convex combination u, :=
auy + (1 — @)us. It is now shown that f(u,) < . Define
to = max(tl,tg) < Y- For » = 1,2,

tob(w, u;) — a(w, u;)

= (to — ti)b(x, u;) + (t:b(z,u;) — a(w, u;))

It follows from Lemma 1 that tob(x, u;) — a(x,u;) € X[z]
fori=1,2.

Since a and b are affine in u,

tob(x, ug) — a(z, uq)
= a(tob(z,u1) — alz,ur)) + (1 — a)(tob(x, uz) — a(z, us))

Thus tob(x, ua) — a(z, us) € X[x] by another application of
Lemma 1. b(x, u,) € X[z] follows similarly from Lemma 1.
This implies that the constraints in Optimization 13 are
feasible at (t,u) = (to,un) and hence f(uq) < tg < 7.
Therefore u,, € S, and S, is convex. f is quasiconvex since
this holds for any . B

A consequence of Theorem 2 is that the global min-
imum of a generalized SOS program can be computed
via bisection on t. Each step of the bisection involves
holding ¢ fixed and solving for u that satisfies the SOS
constraints in Optimization 11. This can be converted to
an LMI feasibility problem at each step of the bisection.
The SOSOPT software [2] contains a function gsosopt to
solve generalized SOS programs using bisection. For large
problems the conversion from polynomial SOS constraints
to LMI constraints (using the Gram matrix method) can be
computationally demanding. gsosopt performs the SOS to
LMI constraint conversion once and avoids repeating this
computation during the bisection iteration.

The Gram matrix method can also be used to convert
a generalized SOS program to a generalized eigenvalue
problem. One minor technical issue is that quasiconvex SOS
programs, as formulated in Equation 11, lead to generalized
eigenvalue problems (Equation 4) with B(u) > 0, i.e
the constraint is only semidefinite. A proper generalized
eigenvalue problem with B(u) > 0 arises if the constraints
in Equation 11) are modified to by(x,u) — lx(z) € X[z]
where [;,(x) are strictly positive definite functions with small
coefficients. Algorithms specifically designed for solving
generalized eigenvalue problems [4], [14] can then be ap-
plied. Unfortunately the theory and available software for
generalized eigenvalue problems are not as well-developed
as for SDPs. The Robust Control Toolbox function gevp
[1] is not suitable for moderate to large generalized SOS
programs because it does not exploit the sparsity that arises
in the matrix data. It will be the subject of future work to
investigate algorithms for directly solving generalized eigen-
value problems that arise from generalized SOS programs.
For example, the algorithms in [15] and [8] could be applied
to solve quasiconvex SOS problems.

IV. EXAMPLES

This section presents two generalized SOS programs that
arise in nonlinear analysis. All computations were performed

on a 2.16GHz Intel processor.

A. Maximum Decay Rate

Consider the following third-order nonlinear system:
= f(z) = A121(x) + Asza(z) + Az23(x)

where:

(14)

2 x‘;’
Ty 2
X1 T{T2
21 = T’ 29 = | X1X2] , z3 = T
3 x%Q

and
-4 5 113 6 3
A= [—1 —2}’ A2_4[1 2 1}’
/-1 0 -9 6
A3_8[O -3 6 —7]
If there exists a V := 27 Pz such that V' > 2§ + z3 and
V < =27V then x = 0 is a globally exponentially stable and
all trajectories satisfy ||z(¢)|| < +/k(P)e "||x(0)| where
k(P) is the condition number of P (Section 5.1.3 of [3]).
V' is a Lyapunov function that proves the decay rate of the
system 1is at least r.

The largest bound on the decay rate for the polynomial
system can be computed by a generalized SOS program:

ming ,, ¢
subject to:  tV(z,u) — VV(z,u)f(x) € X[x] (15)
V(z,u) — 2Tz € L[z
where ¢t := —2r and the remaining decision variables

are the entries of the symmetric matrix P, ie. u :=
[P11, Pa1, P272]T. This problem took 1.35sec to solve
using gsosopt [2]. The largest bound on the decay rate
is 7 = 1.93 and the Lyapunov function is:

V(x) = 2.122%3 — 4.012 29 + 25.4823 (16)

Figure 1 shows the phase plane for this nonlinear system
and the level sets for this Lyapunov function. Bisecting
with sosopt and SOSTOOLs took 1.75sec and 2.73sec,
respectively. Bisecting with these functions is slower because
they perform the conversion from SOS to LMI constraints
at each step of the bisection. As noted previously gsosopt
only performs this conversion once prior to the bisection.
The difference in computation times is relatively small on
this example but it can be significant on larger problems.

For comparison, the decay rate of the linearization A; can
be computed by a generalized eigenvalue problem:

min; p ¢
subject to:  tP — (AT P+ PA;) = 0 (17)
PxI
where ¢t := —2r and the remaining decision variables are

the entries of P. This problem was solved using gevp.
The largest bound on the decay rate is a = 3.00 and the
Lyapunov function is:

Virn(e) = 1.9527 — 3.89z125 + 97323 (18)



Phase Plane for Nonlinear System

2 r\
15 0 \
A
1
20
2
0.5 5
¥ 0
-05 —
-1 2 AS
4 0=
-1.5 6\/7 ‘ \ \\
-2
-2 -15 -1 -0.5 0 0.5 1 15 2
x1
Fig. 1. Nonlinear system trajectories and Lyapunov function level sets.

The decay rate for a stable linear system is equal to the
magnitude of the maximum real part of the eigenvalues of
the state matrix. The eigenvalues of A; are at —3 &+ 2¢ and
thus the decay rate is 3.00. This is in agreement with the
decay rate computed by gevp. For linear systems, the decay
rate computed by Optimization 17 is exact [3]. For nonlinear
systems, the decay rate computed by Optimization 15 need
not be exact. Thus a = 1.93 is only a lower bound on the
maximal decay rate for the polynomial system (Equation 14).
Increasing the degree of the polynomial Lyapunov function
in the generalized SOS program may improve the bound on
the decay rate at the expense of additional computation.

B. Region of Attraction Estimation

Consider the Van der Pol oscillator:

i = f(x) = L + (g - 1>$2]

This system has an equilibrium point at x = 0. The
equilibrium point is locally asymptotically stable but not
globally asymptotically stable. The region of attraction R
is the set of initial conditions whose trajectories converge
back to x = 0. Lyapunov theory can be used to formulate a
generalized SOS program to estimate a subset of R. Standard
local Lyapunov theorems are applied in this example [33],
[11].
The linearization of Equation 19 around z = 0 is

0 -1

=[]

The eigenvalues of A are —0.5 4+ 0.866;5. The Lyapunov
equation AT P 4+ PA = —1I is satisfied by

15 —0.5
F= [—0.5 1.0} >0

(19)

(20)

21

Thus V := 27 Pz is a Lyapunov function that proves x =
0 is a locally asymptotically stable equilibrium point. For

v > 0, denote the sublevel set of V by ., := {z € R”
V(z) <~} If

Q, c{zeR" : VV(z)f(z) <0}

then for all zy € 2, the solution of Equation (19) starting
from x(0) = x¢ satisfies z(¢) — 0 as t — co. Thus 2, C R
if the set containment condition Equation 22 is satisfied.

The set containment condition in Equation 22 can be
converted to an algebraic inequality constraint. Define {(z) =
10=%2T 2. The set containment is satisfied if there exists a
polynomial s such that

s(z) >0 Vz
(V(z) = 7)s(z) = VV(2)f(x) + () Yz

It is straightforward to verify that these algebraic conditions
imply the set containment. If x € ), then the left side of
Equation 24 is non-positive. This implies that VV (z) f(z) <
—I(z) < 0 and hence the set containment holds. This is a
generalization of the S-procedure [3].

A generalized SOS program can be used to compute the
largest inner estimate of the region of attraction provable
with the given V(x):

(22)

(23)
(24)

ming ,, t

subject to:

s(z,u) € Xz

ts(z,u) + (V(z)s(z,u) — VV(z,u)f(z) — l(z)) € X[z]
(25)

t := —v and the remaining decision variables are the
coefficients of s. s was chosen to be of the form s(z,u) =
2TUz where

(26)

zZ = [1’1 i) I% T1T2 I’%]T

U is a 5 x 5 symmetric matrix and the decision variables
u € R'Y consist of the independent entries of U. This
problem took 1.63sec to solve using gsosopt. v = 2.30
is the largest level set of V' contained within the region of
attraction. The optimal function s is

s(z) = 0.232x] + 0.053623 x5 — 0.06112223 — 0.095421 x5
+0.17723 4+ 0.26822 — 0.103z125 + 023922 (27)

Figure 2 is a phase plane plot that shows the region of
attraction estimate {),—» 3o (dashed ellipse). The figure also
shows the limit cycle (solid curve) that forms the exact
boundary of the region of attraction. The region of attraction
for the Van der Pol oscillator consists of all points in the
interior of this limit cycle. There are more sophisticated
algorithms for estimating the region of attraction estimate
[24], [25], [30], [29], (28], [5], [7], [10], [26], [27], [32],
[16] and these algorithms achieve better inner estimates on
the ROA than those shown in Figure 2. Set containment
conditions appear in most of these advanced algorithms.
For example the V' and s steps in the V-s iteration [24],
[29], [28] involve set containments that are reformulated
as quasiconvex SOS optimizations. Thus the quasiconvex
code reported in this paper can be used to improve the
computational efficiency of more advanced algorithms.
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Fig. 2. Van der Pol limit cycle and region of attraction estimate.

V. CONCLUSIONS

This paper generalizes sum-of-squares programming by
allowing one decision variable to enter bilinearly into the
constraints. It is proved that this formulation is quasiconvex
and the global optima can be computed via bisection. Many
nonlinear analysis problems can be posed within this frame-
work. Software has been developed to quickly solve this
particular bisection problem. Algorithms for solving large,
sparse generalized eigenvalue optimizations could be applied
to solve these generalized SOS programs with significantly
less computation than bisection. This will be the subject of
future research.
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