Linear Parameter Varying Control for the X-53 Active
Aeroelastic Wing

Peter Seiler? Gary J. Balas! and Andrew Packard?

Fuel efficiency, endurance, and noise requirements are pushing modern aircraft to lighter, more
flexible designs. This causes the structural modes to occur at lower frequencies increasing the
coupling with the rigid body dynamics. The traditional approach to handle aeroservoelastic inter-
action is to design gain-scheduled flight control laws based on the rigid body dynamics and then
use filters to avoid exciting the structural modes. This decoupled approach may not be possible in
future, more flexible aircraft without reducing the flight control law bandwidth. Linear parameter
varying (LPV) techniques provide a framework for modeling, analysis, and design of the control
laws across the flight envelope. This paper applies LPV techniques for the roll control of NASA
Dryden’s X-53 Active Aeroelastic Wing testbed. LPV techniques are first used to analyze a gain-
scheduled classical controller. Gain scheduling is still the dominant design method in industrial
flight control laws and LPV analysis tools can play an important role in certifying the performance
of these systems. Next, an LPV controller is designed and its performance is compared against
the gain-scheduled classical controller.

I. Introduction

Increased fuel efficiency and operational range are significant design drivers for modern commercial aircraft, e.g.
the Boeing 787. Similar design objectives are also critical for future military aircraft, e.g. the SensorCraft concept
aircraft.!3 In both cases, lighter aircraft are required to meet these objectives. The reduction in weight is typically
achieved by reducing the structure in the wings and fuselage of the aircraft. This makes the aircraft more flexible
and causes the structural modes to occur at lower frequencies. The main consequence is that lighter, more flexible
aircraft have tight coupling between the rigid body and elastic structural modes. This increases the likelihood of
adverse aeroservoelastic phenomena including flutter and control surface reversal.

The traditional approach to handle aeroservoelastic interaction is to design the flight control laws based on the
rigid body dynamics and then use filters to avoid exciting the structural modes. The control laws are typically
designed at various points in the flight envelope and then gain-scheduled by interpolating these point designs. This
gain-scheduled approach may not be possible on future, more flexible aircraft for which the structural modes to
occur at lower frequencies. The design will need to consider coupling between the rigid body dynamics, structural
modes, and the time-varying gain-scheduled controller. Flexible aircraft would significantly benefit from an integrated
aeroservoelastic and rigid body control system.

Several issues must be addressed to enable integrated active control to become a reality. First, the aeroelastic
effects involve unsteady flows.* ¢ In addition, there can be nonlinear effects, e.g. nonlinear coupling between the
structural modes and the aerodynamics.>” Advanced tools are needed to model these effects across the entire flight
envelope. A second issue is that an integrated control design must account for the tight coupling between the rigid
body and structural modes. This will likely require novel sensors that can measure, in real-time, the aerodynamic
flow around the aircraft structures. Such sensors are currently being developed*® and new control architectures
may be required to take advantage of these novel measurements. A third issue is that analysis tools are required
to certify that the designed feedback system meets structural load requirements and is free from aeroservoelastic
instabilities. Existing approaches based on robust flutter margins®'° form a starting point but may need to be
extended to handle the complexities introduced by the integrated design approach. To summarize, advanced tools
are required for modeling, integrated controller synthesis, and analysis of flexible aircraft.
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This paper investigates the use of linear parameter varying (LPV) analysis and control techniques for flexible
aircraft control. NASA Dryden’s X-53 Active Aeroelastic Wing (AAW) testbed?? 2* is used to demonstrate the
applicability of LPV techniques. The AAW is an experimental flight test capability for aeroservoelastic control
research. This paper will focus on roll rate control of the AAW in the supersonic regime.

The remainder of the paper has the following outline. First, a brief review of the AAW program is given in
Section II. Next, the AAW rigid body and aeroelastic dynamics are described in Section III. A gain-scheduled
classical control law is designed and analyzed in Section IV. Gain-scheduled classical control is the standard in
industry for flight control design. LPV analysis tools can play an important role in certifying the performance of
these systems and identifying potential issues due to fast variations in the gain scheduling parameters. The LPV
analysis tools provide a useful complement to existing approaches, e.g. margin requirements at each flight condition
or robust flutter margins.® 1% Section V describes an LPV controller for the AAW and compares this design against
the gain-scheduled classical design. Finally, conclusions are given in Section V1.

II. Active Aeroelastic Wing

NASA Dryden’s X-53 Active Aeroelastic Wing (AAW)?2724 is an experimental flight test capability for aeroservoe-
lastic control research. NASA and the USAF developed this test bed to investigate the use of aeroelastic flexibility
for improved performance of high aspect ratio wings. The effectiveness of the conventional aircraft surfaces, e.g.
ailerons and trailing edge flaps, is reduced at higher dynamic pressures due to the flexibility of the wing. This can
lead to control reversal at sufficiently high dynamic pressures. The standard solution is to reduce wing flexibility by
adding structure, and hence additional weight, to the wings.

The main objective of the AAW Flight Research program was to test an alternative concept that uses wing
flexibility to improve control effectiveness. The AAW has inner and outer flaps on the leading edge of the wings.
Small movements of these surfaces cause the wing to twist in the direction that increases the local angle of attack
and induces a rolling moment on the aircraft. These flaps do not undergo a control reversal and, in fact, their
effectiveness increases at higher dynamic pressures. Thus the wing flexibility and twist act in a direction beneficial
for control.

To test this concept, the AAW wings were modified from the standard F/A-18 wings to reduce the torsional
stiffness.2* This increases the wing flexibility and reduces the frequency of the flexible modes. Advanced tools are
required to model the aeroelastic effects because they involve unsteady flows*® and there can be nonlinearities.?”
For control design, linear models of the rigid body and aeroelastic dynamics are obtained at each flight condition via
linearization. This naturally falls within the class of linear parameter varying (LPV) models that are scheduled as a
function of the flight condition.

The flight-tested AAW control architecture is a modified version of the production F/A-18 control laws.?® The
basic architecture uses roll rate feedback to track roll rate commands from the pilot lateral stick inputs. The lateral
controller commands the aileron, trailing edge flaps, inner leading edge flaps and outer leading edge flaps. Each
surface command is the sum of a proportional roll rate feedback term and a proportional roll rate tracking error
term. The control gains were tuned to maximize roll rate performance while satisfying structural load and handling
quality requirements.?® The gains were tuned using the multi-objective optimization tool CONDUIT.? This tool
performs nonlinear optimization incorporating results from a high fidelity simulation model.

The AAW control laws were designed and flight tested at separate design points in the flight envelope.?” These
control laws were tested during 34 Phase II test flights conducted from December 2004 through March 2005.24 The
tests spanned the transonic and supersonic flight conditions and included 360° rolling maneuvers, 5g wind up turns,
and 4g rolling pullouts. The flight test program validated the Active Aeroelastic Wing concept and was deemed a
success. Additional details on the existing AAW flight control laws and flight tests can be found in.?4:2%-27

ITI. AAW Roll Rate Model

The AAW rigid body roll rate dynamics are given by:
p= Ly(h, M)p+ Ls(h, M)s (1)

where p is roll rate (deg/sec) and 9§ is the outer leading edge flap position (deg). The outer leading edge flap (OLEF)

is effective across the supersonic flight envelope of interest. Thus only this surface is used for roll rate control design

in this paper. The rigid body LPV model from outer leading edge flap to roll rate (Equation 1) is denoted G-
L, and Ls are defined on a grid of altitude h (ft) and Mach M (unitless) with values provided in Tables 1 and



2. This data was constructed from non-dimensional aerodynamic coefficients obtained from NASA Dryden.?? The
non-dimensional Ls data was re-scaled to obtain a mean gain of 2 over the flight envelope. Hence the variations of the
Ls data in Table 2 across the flight envelope accurately represent the AAW OLEF gain but the absolute magnitude
contains a scaling factor. This scaling will be discussed in the following paragraphs.

M=1.1 M=12 M=13
h=10k | -0.5652 -0.4614 -0.4009
h=15k | -0.5415 -0.4363 -0.3737
h=20k | -0.5165 -0.4128 -0.3606
h=25k | -0.5034 -0.3982 -0.3531

Table 1: AAW Rigid Body Data, L,

M=1.1 M=1.2 M=1.3
h=10k | 1.2916 1.3756 1.2425
h=15k | 0.9305 1.0524 1.1958
h=20k | 0.6032 0.7009 0.8326
h=25k | 0.3056 0.4110 0.5258

Table 2: AAW Rigid Body Data, Ls

The AAW wings were modified for increased flexibility leading to flexible modes occurring at lower frequencies.
Models of the AAW aeroelastic dynamics were obtained from NASA Dryden? on a grid of altitude, Mach, and
remaining fuel. The dependence on remaining fuel is neglected and the models at 60% fuel are used for the design
and analysis. The aeroelastic dynamics are defined on the same (h, M) grid used to define the rigid body dynamics,
i.e. the aeroelastic dynamics are defined on the grid A = {10000, 15000, 20000, 25000} ft and M = {1.1,1.2,1.3}.
At each flight condition the aeroelastic dynamics are modeled as a state-space system with 164 states. This model
includes 64 states for the first 32 flexible modes and another 100 states for aerodynamic lags. The aerodynamic lag
states can be truncated at each point in flight envelope with minimal impact on the OLEF to roll rate dynamics.
The resulting aeroelastic model, denoted Gics, has 64 states at each (h, M) flight condition.

The aeroelastic dynamics are added in parallel to the rigid body dynamics to obtain the full 65 state model,
G ¢yt = Grig + Gfrer. Figure 1 shows the open-loop Bode plots of G ¢, from OLEF to roll rate at each point in
the (h, M) domain. As noted above, the Ls data was rescaled to give a mean gain of 2 across the flight envelope.
This effectively increases the significance of the flexible modes relative to the rigid body dynamics. In particular,
several of the flexible modes have magnitude exceeding 15dB at points in the flight envelope. The first cluster of
flexible modes occur around 55-65 rad/sec. The OLEF actuator has a bandwidth of 75 rad/sec. This bandwidth is
not fast enough to actively suppress these flexible modes. The original intent was to use LPV techniques to actively
control the AAW flexible modes. The AAW aircraft does not require active attenuation of the flexible modes nor is
the OLEF actuator sufficiently fast to suppress these modes. Thus any control law must roll-off to avoid exciting
these modes. Since the OLEF actuator dynamics are substantially faster than the AAW roll subsidence mode (L,)
these dynamics will be neglected in most of the design and analysis in the subsequent sections.

IV. Gain Scheduled Classical Control

Gain scheduling via interpolation of point designs is still the predominant method used in industry to develop
a full-envelope flight control law. LPV analysis can play an important role in certifying the performance of these
control laws. Moreover, LPV analysis tools can uncover potential stability and performance degradations caused
by rapid variations in the operating condition. This is especially important for systems with significant aeroelastic
effects because flexible modes may be excited during aircraft maneuvers. This section analyzes the performance of a
gain scheduled classical roll rate control design using LPV techniques.
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Figure 1: Open loop Bode plots from OLEF to roll rate

A. Control Design

The primary flight control objective is to design a feedback law to track roll rate commands. The variation in the
speed of response and gain of the AAW rigid body dynamics across the (h, M) flight envelope (Tables 1 and 2)
poses one issue for the control design. The roll subsidence mode varies from -0.56 rad/sec to -0.35 rad/sec and
the input gain varies from 0.31 to 1.29. A gain scheduled controller is designed to achieve a consistent bandwidth
of 1.25 rad/sec and zero steady state error due to step roll rate commands across the envelope. Another design
issue is that the controller must be robust to the flexible modes. The gain scheduled controller is designed so that,
in closed-loop, the flexible modes have magnitude less than -20dB at each point in the flight envelope. This is to
ensure the flexible wing modes are not excited by the flight control system. In addition the gain scheduled controller
should achieve 6dB of gain margin and 45degs of phase margin at each point in the envelope. These are standard
margin requirements for military aircraft. The margin specifications at each point in the envelope essentially assume
a quasi-steady approximation for (h, M). LPV analysis tools will be used to determine the impact of variations in
(h, M) on the closed-loop performance.

A classical gain-scheduled controller is designed to achieve these objectives. The basic idea is to invert the rigid
body dynamics and replace them with a desired loop shape. In other words, the controller is given by K. = GinyGis
where Gy, inverts the plant dynamics and Gy is the desired loop shape. At each flight condition the AAW rigid body
roll-rate dynamics are given by - fzp The rigid body-dynamics are, in general, time-varying due to the dependence
on (h, M) and hence the transfer function representation is not correct. However, this representation will be used to
provide the basic insight into the control design. ThELcontroller inverts the rigid body dynamics up to a bandwidth

SThp Wro

wyro to prevent exciting the flexible modes, Gy, = Tal st The roll-off is chosen to be w,., = 12.5 rad/sec. This

is fast enough to have minimal impact on the roll-rate response but slow enough to avoid excessive excitation of the

flex modes at 55-65 rad/sec. The desired loop shape is G5 = % The values used in the control design are
¢ = 0.8 and wg = 1.25 rad/sec. This desired loop shape provides a second order step response with small overshoot,
zero steady state error, and a rise time of approximately 2.2 seconds.

As noted above, the plant and controller are both, in general, time-varying systems and transfer function rep-
resentations are not meaningful. State-space representations should be used instead. The gain scheduled classical



controller K. = G;,,Gs is given by the state-space representations:
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= L,(h,M)+w;o Wro (3)
Cinv | Dinv - pL(;(h,M) Ls(h,M) ]

The dependence on (h, M) has been made explicit for clarity. The controller state matrices are defined on the 4 x 3
(h, M) grid for which plant data is available (see Tables 1 and 2). The classical controller is gain-scheduled by linearly
interpolating the state matrices for G5 and Gjy,. The realization of G;,, in Equation 3 isolates all time-variations
in the output and feedthrough matrices. This realization enables to the controller to instantly cancel variations in
the plant dynamics. A drawback is that this realization of the controller will be sensitive to errors in the AAW
gain-scheduled model.

B. LTI Point Analysis

Insight into the control design and feedback system can be obtained by studying the LTI performance at each point in
the flight envelope. Figure 2 shows the Bode plots for the classical controller K.; at each point in the flight envelope.
The controller has proportional-integral action at low frequencies with a second order roll-off beyond w,, to avoid
exciting the flexible modes. These Bode plots show an intuitive classical design at each point in the flight domain.
In addition, the loop function G . K has significant attenuation of the flexible modes in comparison with the open
loop Bode Guyi. The loop G ruuKe has all modes below -19dB at all points in the flight envelope. In closed loop
the flexible modes are still well attenuated. The closed-loop response from roll rate command to roll rate has the
flexible modes below -18.5dB at all points in the domain. The loop function G K has gain and phase margins
exceeding 21.3dB and 65.9 degs at each point in the flight domain. Thus the classical controller has good gain and
phase margins at each point in the flight envelope.
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Figure 2: Bode plots of classical controller

Figure 3 shows the closed-loop unit step responses to a 1 deg roll rate command at all points in the flight envelope.
The full model with flexible modes G'f,,;; and gain-scheduled classical controller K; are used to generate these closed-
loop responses. The left plot shows the roll rate response and the right plot shows the OLEF position. The blue solid
curve in the left plot shows the ideal closed-loop response given by the open loop specification Gys. The red dashed
curves in both plots show the closed loop responses at each point in the (h, M) domain. The classical controller



achieves consistent dynamic performance across the flight envelope with zero steady state error (left plot). The right
plot shows the variation in the control actuation required to achieve this uniform tracking performance. In addition,
the closed loop step responses (left plot of Figure 3) indicate only small oscillations in the initial transient due to
the flexible modes. This is due to the high frequency roll-off of K, which attenuates the flexible modes. Finally, the
closed-loop responses (left plot) have a small deviation from the ideal response. This is due to the high-frequency
roll-off in G, to avoid exciting the flexible modes.
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Figure 3: Closed-loop responses to step roll rate command with K

The closed-loop performance can be evaluated using the induced L, norm of various closed-loop sensitivity
functions in the feedback loop. Table 3a shows results computed for the feedback system consisting of the rigid
body dynamics G, and the gain-scheduled classical controller K. The rows labeled S;, T;, S,, and T, provide
induced Lo norm bounds for the input sensitivity, input complementary sensitivity, output sensitivity, and output
complementary sensitivity. The second column, labeled Point H.,, is the maximum H,, norm over all points in
the flight envelope. For the row labeled S;, this was result was obtained by computing the H,, norm of the input
sensitivity function at each point in the flight envelope and then maximizing over the flight envelope. The results in
the other rows were obtained similarly. Each data point in this column took, on average, 0.21 seconds to compute
on a laptop with a dual-core 2.16GHz Intel processor. At a fixed point in the flight envelope, the H,, norm for
each sensitivity function is equal to its induced Lo, norm. This is a lower bound on the actual induced Ly norm for
the gain-scheduled system since it does not account for parameter variations. The results for the input and output
functions are equal because the feedback loop is SISO and the point-wise H,, norm assumes time-invariant dynamics
at each point in the domain. The remaining columns in Table 3a are discussed in the following subsection.

The pointwise H, analysis can also be used to investigate the impact of the flexible modes at each point in the
domain. The full model Gy, with rigid body and aeroelastic dynamics has 65 states. For this analysis a reduced
order model, G4, that captures the first three flexible modes was constructed by residualizing the higher frequency
flexible modes at all points in the flight envelope. G..q has a total of seven states: one state for the rigid body
dynamics and six states for the first three flexible modes. The closed loop sensitivity functions are then formed with
Greq and K. Table 3b shows the various norms computed for the closed loop sensitivity functions with G,.q and
K. The rows and columns of this table can be compared with the previous analysis for the closed loop with the
rigid body dynamics (Table 3a). The maximum H., norm over the flight envelope (column: Point H,,) shows only
minor differences with the results for the rigid body dynamics. Thus the H,, norms computed at each point in the
flight domain indicate that the aeroelastic dynamics will have minimal impact on the gain scheduled performance.

C. LPV Analysis

The analysis of the gain-scheduled classical controller has, up to this point, focused on the performance at each point
in the (h, M) flight envelope. This analysis neglects the impact of time variations in altitude and Mach. The induced
Ly norm for an LPV system is the maximum input/output gain over all inputs and a class of allowable parameter
trajectories. A generalization of the Bounded Real condition leads to linear matrix inequality (LMI) conditions for
computing bounds on the induced L, norm. These parameterized LMI conditions are based on results in.'*



Closed-loop with (Grig, K1) Closed-loop with (Gyeq, Ko1)

Point H, LPV1 LPV2 LPV3 Point H, LPV1 LPV2 LPV3
Si 1.292 3.786 2.222  1.590 Si 1.314 Inf 2.202  1.548
T; 1.000 3.685 2116 1.431 T; 1.000 Inf 2.143 1418
So 1.292 1.295 1.296 1.298 So 1.314 Inf 2.406  1.347
T, 1.000 1.000 1.000 1.001 T, 1.000 Inf 2.096 1.009

(a) (b)

Table 3: Lo induced norms for closed-loop sensitivity functions with gain-scheduled classical controller

Upper bounds on the induced Ly norm of the various closed-loop sensitivity functions were computed to gain
insight into the effect of variations in (h, M). The results for the closed loop with G,;; and K are given in the
columns LPV1, LPV2, and LPV3 of Table 3a. The results in these columns involve LPV induced Ls norm upper
bounds of various complexity. The column labeled LPV1 used constant Lyapunov matrices in the induced Ly norm
LMI conditions. This is equivalent to an analysis that assumes no knowledge of the parameter rates. The results
in columns LPV2 and LPV3 both assume the rate bounds [M| < 0.02 1/sec and || < 1000 ft/sec. LPV2 uses a
parameter dependent Lyapunov function of the form X (p) = Xo + M X; + hXy while LPV3 also includes quadratic
bases functions, X (p) = Xo+ M X, +hXo+ M?X3+ MhX4+ h%?X5. In theory the upper bounds on the induced Ly
norm should progressively decrease from analysis LPV1 to LPV2 to LPV3. The results for S, and T, in Table 3a do
not demonstrate this theoretical trend but the results are within the stopping tolerances of the optimization solver.

There are several interesting aspects to the LPV analysis results in Table 3a. First, the output sensitivity
functions, S, and 7,, have an induced norm almost exactly equal to the pointwise Hy, lower bound. This is because
the classical controller perfectly cancels the rigid body dynamics for reference commands that enter at the plant
output. However, the cancellation is not perfect for disturbances that enter at the plant input. Thus there is a
gap between the upper bounds for S; and T; and the pointwise H, lower bounds. The gap is reduced by including
additional bases functions in the LPV analysis. The price paid for this improved upper bound is an increased
computational complexity. Each LPV1, LPV2, and LPV3 analysis took 0.75, 10.1, and 37.6 seconds, on average.
These results indicate that the variations in (h, M) are unlikely to affect the reference tracking but it may have some
effect on disturbance rejection at the plant input.

The LPV analysis can also be used to investigate the impact of the flexible modes. As described in the previous
subsection, a reduced order, 7-state aeroelastic model was obtained by retaining the first three flexible modes in
the full model. This model reduction was mainly motivated by the computational complexity of the LPV analysis
condition with respect to the plant state dimension. The 65-state model G ¢,y; is too large to be handled by current
optimization solvers but the 7-state reduced order model can be analyzed in a reasonable amount of time. Columns
LPV1, LPV2, and LPV3 in Table 3b shows the LPV upper bounds computed for the closed loop sensitivity functions
with Greq and K. The rows and columns of this table can be compared with the previous analysis for the closed
loop with the rigid body dynamics (Table 3a). The LPV upper bounds computed with using linear and quadratic
basis functions (column LPV3 in Table 3b) are roughly the same as the results obtained with the rigid body dynamics
(column LPV3 in Table 3a). This indicates that the aeroelastic dynamics will have minor impact the gain-scheduled
closed-loop performance. This agrees with the results obtained using pointwise H., norms. The results labeled Inf
in column LPV1 indicate that no provable upper bound on the induced Lo norm can be obtained using constant,
quadratic Lyapunov functions.

The LPV analysis (Tables 3a and 3b) has gaps between the pointwise Ho, lower bounds and the LPV3 analysis
upper bound. The user could continue adding bases functions and see if the LPV3 analysis bound can be reduced.
However, there is a computational penalty to be paid for adding bases functions. Each Point H,,, LPV1, LPV2,
and LPV3 analysis in Table 3b took 0.08, 0.58, 91.6 and 360.6 seconds, on average. An alternative is to compute
improved lower bounds via simulation.

V. LPYV Control Design

This section describes an LPV control design that provides guaranteed performance with respect to time variations
in the (h, M) parameters. The design approach is based on signal-weighted induced Lo norms. Figure 4 shows the



design interconnection used for the control synthesis. The performance objective is to minimize the induced Lo norm
from the design interconnection inputs to the outputs. The various I/O signals are weighted to obtain the desired
trade-offs between reference tracking, disturbance/noise rejection, and actuation usage.

The rigid body AAW dynamic models G,;, are used in the design. The design interconnection formulates a
model-matching problem. The key performance objective is for the closed-loop response from pemnq to p to match

the ideal response given by Gigeqr = . The ideal response natural frequency and damping are given by

¢ = 0.8 and wyg = 1.25 rad/sec. This is the same ideal response given by the loop shape Gjs in the gain-scheduled
classical design. The actuation and performance penalties are given by W, = 1SO£§;0205 and W, = %. This
emphasizes tracking of the ideal response up to ~ 11.25 rad/sec and penalizes control usage at higher frequencies.
The input disturbance and noise weights are chosen as Wy = 0.1 and W,, = 0.01. The small values are chosen
to emphasize the actuation / performance trade-off. The ideal model and all weights are independent of the flight

condition. Thus the performance objective aims to achieve similar performance across the flight envelope.
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Figure 4: Design interconnection AAW roll rate control

To understand the limits of performance, the H, optimal control problem specified by this design interconnection
was solved at each point in the flight envelope. The optimal performance varied from a minimum of v = 1.008 at
(h, M) = (25000ft,1.1) to a maximum of v = 3.726 at (h, M) = (15000ft,1.3). The optimal performance of any
LPV design must be greater than or equal to the optimal H., performance achieved at any point in the domain.
Hence v = 3.726 is a lower bound on the achievable performance by the optimal LPV controller. For comparison,
the gain-scheduled classical controller, K., achieves a minimum gain of v = 1.000 at (h, M) = (25000f¢,1.1) and a
maximum gain of v = 3.857 at (h, M) = (15000f¢,1.3).

Next, an LPV controller was synthesized without using knowledge about the rate variations of altitude and Mach.
This control synthesis is performed by solving a set parameterized LMIs using a constant (non-parameter varying)
Lyapunov function. The parameterized LMI conditions are based on results in.'* The non-rate bounded bounded
design achieves an optimal gain of vpynr = 3.844. This is very close to the performance lower bound computed
based on the point-wise H., designs. The design interconnection has a total of five states: one for the rigid body
AAW dynamics, two for the ideal response model and one each for the actuation and performance weights. The
non-rate bounded controller Kj,, has the same number of states as the design interconnection, i.e. Kj,, has five
states. A rate-bounded LPV controller was also synthesized assuming [M| < 0.02 and |h| < 1000 ft/sec and using
basis functions {1, M, h}. The rate bounded design achieved a gain of 7, 5 = 3.797. This is a small improvement
over the non-rate bounded design. Hence the bound on the rate of the parameter variation does not play a significant
role in the AAW design. The remainder of the section will focus on the non-rate bounded control design.

Figure 5 shows the Bode plots for the the non-rate bounded LPV controller Kj,, at each point in the flight
envelope. The controller has proportional-integral action at low frequencies and a second order roll-off beyond w;.,
to avoid exciting the flexible modes. Both these characteristics are similar to gain-scheduled classical design shown
in Figure 2. One difference is that Kj,, has additional phase lead between 1 to 10 rad/sec. In addition, Kj,, has the
same high frequency gain at all points in the flight envelope while the high frequency gain of the classical design K,
varies with the flight condition. The point-wise Bode plots of K, show an intuitive classical design at each point
in the flight domain.

The loop G fu Ky attenuates all modes below -12.0dB at all points in the flight envelope. In closed-loop, the
response from roll rate command to roll rate has the flexible modes below -12.4dB at all points in the domain. This
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Figure 5: Bode magnitude plots of LPV controller

is slightly less attenuation than achieved by the gain-scheduled classical controller. The additional phase lead in
K, is evident from 1 to 10 rad/sec in the Bode plot of G ;i K,. The loop function Gy, K has gain and phase
margins exceeding 18.8dB and 66.7 degs at each point in the flight domain. This a slightly smaller gain margin than
K but the phase margins of K and K, are essentially the same.

Figure 6 shows the closed-loop unit step responses to a 1 deg roll rate command at all points in the flight envelope.
The full model with flexible modes Gty and LPV controller K, are used to generate these closed-loop responses.
The left plot shows the roll rate response and the right plot shows the OLEF position. The blue solid curve in the
left plot shows the ideal closed-loop response specified by the ideal model Gjgeq;- The red dashed curves in both
plots show the closed loop responses at each point in the (h, M) domain. The LPV controller achieves consistent
dynamic performance across the flight envelope with good attenuation of the flexible modes. The LPV controller
provides slightly better tracking of the ideal response when compared to the classical design (Figure 3). Both K,
and K have similar actuator usage for the step roll rate command.
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Figure 6: Closed-loop responses to step roll rate command with K,

Tables 4a and 4b show the bounds on the LPV induced Ls norms of the various closed-loop sensitivity functions.



Table 4a was computed using G;4 and Kj;,, while the results in Table 4b were computed with the reduced aeroelastic
model Gcq and Kjp,,. These results can be compared with the gain scheduled classical controller performance K; in
Tables 3a and 3b. The LPV controller has slightly achieves slightly better performance based on the rate-bounded
upper bounds computed using the linear and quadratic basis functions (column LPV3).

Closed-loop with (Grig, Kipy) Closed-loop with (Gyred; Kipy)
Point H,, LPV1 LPV2 LPV3 Point H,, LPV1 LPV2 LPV3
S; 1.302 3.682 2.063 1.434 S; 1.328 Inf 2.087 1.450
T; 0.995 3.586  2.004 1.358 T; 0.995 Inf 2.036  1.360
S, 1.302 1.315 1.309 1.306 S, 1.328 Inf 1.356  1.357
T, 0.995 1.002 0.998 0.998 T, 0.995 Inf 1.007  0.999
(a) (b)

Table 4: Lo induced norms for closed-loop sensitivity functions with LPV controller

VI. Conclusions

This paper investigated the use of LPV techniques for the roll control of NASA Dryden’s X-53 Active Aeroelastic
Wing (AAW) testbed. LPV analysis of a gain-scheduled classical controller indicated that variations in scheduling
parameter would have minimal impact on reference tracking but may have some impact on disturbance rejection at
the plant input. An LPV controller was also synthesized using a model matching design. The LPV controller has an
intuitive classical control characteristics and its performance was similar to the gain-scheduled classical design.
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