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Individual wind turbines, whether stand alone or in a wind farms, typically operate to
maximize their own production without considering the impact of wake effects on nearby
turbines. Investigation into wind turbine interaction within a wind farm has the potential
to increase total power and reduce structural loads by properly coordinating the individual
turbines that comprise the wind farm. To effectively design and analyze such coordinated
controllers requires turbine wake models of sufficient accuracy. This paper develops a dy-
namic model, derived from experiments, to describe the aerodynamic interactions between
two model turbines in a wind tunnel. Experiments were conducted in the atmospheric
boundary layer wind tunnel at the Saint Anthony Falls Laboratory at the University of
Minnesota and were performed by varying the voltage input to the upwind turbine. Parti-
cle Image Velocimetry (PIV) and voltage measurements were used to capture the physical
evolution of the interactions of the turbines as well as measure the response of the turbines,
respectively. A transfer function model relating the upwind turbine input to downwind
turbine output was identified from the experimental data. Following a few modifications to
the current setup, future work will include performing wind farm control using the dynamic
model presented in this paper.

Nomenclature

A Rotor Area, [m2]
β pitch angle, [rad]
Cp Power coefficient, []
P Power captured by the turbine, [W ]
ρ air density, [kg/m3]
u wind speed, [m/s]
R Rotor radius, [m]
λ tip-speed ratio, []
ω rotor speed, [rad/s]
J rotational inertia, [kg/m2]
τaero aerodynamic torque, [Nm]
τg generator torque, [Nm]

I. Introduction

Many state governments in the U.S. have set renewable portfolio standards that mandate renewable
energy targets. For example, Minnesota has a target of 25% renewable energy by 2025.1 Wind energy is a
fast growing source of renewable energy, hence it is a key component to meet these standards. Achieving
these targets requires increasing the efficiency and reducing the overall costs of wind energy. In particular,
increasing the production efficiency of existing wind farms is critical as suitable land for turbines is decreasing.
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In addition, reducing structural loads on turbines will improve the economic competitiveness of wind energy
by reducing the operation and maintenance costs and increasing the lifetime of the turbines.

Currently, wind turbines are usually controlled individually to maximize their own performance. Many
studies have shown that operating all turbines in a wind farm at their optimal operating point leads to
suboptimal performance of the overall wind farm.2–8 An improved understanding of the aerodynamic inter-
actions between turbines can aid in the design of enhanced control strategies that coordinate all turbines in
a farm. The papers cited above present coordinated turbine control strategies with the aim of increasing the
total wind farm power and, in some cases, reducing the structural loads. The essential idea is that derating
the lead turbine results in higher wind speeds for downwind turbines. Proper derating can result in a higher
total power than simply operating each turbine at its own peak efficiency.

Most of the prior work on coordinated turbine control has used simplified actuator disk models for the
design and analysis.9–15 More accurate wake modeling is necessary to help understand and quantify the
aerodynamic interactions in a wind farm. A variety of wake models exist in literature that are useful for
studying wind farm control. The simplest, quasi-static models are the Park model9 and the eddy viscosity
model.10 These models provide a quick, preliminary description of the wake interactions in a wind farm,
but neglect some key dynamics. There are also several high fidelity computational fluid dynamics (CFD)
models that have been developed.16,17 These high-fidelity models are the most accurate tools and can be
used for evaluating wind farm controllers. However, they are computationally expensive. Control design
requires simplified dynamical models that capture the essential dynamics.

This paper develops a turbine model suitable for wind farm control using experimental results and system
identification techniques. These experiments are performed in a wind tunnel using two model turbines.
Traditional wind turbine and wind tunnel experiments have been done looking at different characteristics
such as topographical effects and upwind previewing.18,19 In addition, some studies have been done looking at
the performance of a two turbine array and the impact of the upwind turbine on the downwind turbine.20–26

The experiments presented in this paper build upon the existing literature with the goal of formulating a
model describing the interactions between two turbines suitable for wind farm control. This has been done
by varying the input to the upwind turbine and observing the effects on the downwind turbine. Voltage
measurements and PIV are used to gain insight into the aerodynamics interactions within the two turbine
array. The wind tunnel data collected from these experiments also provides some insight as to the time and
spatial scales of interest in wind farm control. Lastly, the data-driven method proposed in this paper could
be used to construct dynamic turbine coupling models from field data.

The remainder of this paper proceeds as follows: section II gives a brief description of single turbine
control, specifically targeting the control parameters used in the experiments, section III provides details
of the experimental setup of the two-turbine array in the wind tunnel. Results from these experiments are
presented in Section IV followed by the system identification techniques used to generate a model for the
two-turbine setup in Section V. Finally, conclusions and suggestions for future work are given in Section VI.

II. Wind Turbine Dynamics and Control Design

This section briefly reviews the operation and control of a single turbine. Additional details and references
can be found in.27–29 Utility-scale turbines have several inputs that can be controlled to increase the power
production and reduce structural loads. These inputs include generator torque, τg, and the blade pitch angle,
β, which can control the rotor speed of the turbine, ω for a given wind speed u. In general, the generator
torque is varied at low wind speeds to maximize power captured. At high wind speeds, the blade pitch angle
is used to mitigate mechanical and electrical loads. The power captured by a single turbine can be expressed
by:

P =
1

2
ρAU3CP (β, λ) (1)

where ρ [kg/m3] is the air density, A, [m2] is the area swept by the rotor, u [m/s] is the wind speed
perpendicular to the rotor plane, and CP is the power coefficient. The CP is the fraction of available power
in the wind captured by the wind turbine, or efficiency of the turbine, and is a function of blade pitch angle,
β [rad] and the nondimensional tip-speed ratio. Figure 1 is the normalized CP curve of the 2.5 MW Clipper
turbine located at the University of Minnesota’s Eolos wind research station in UMore Park, Rosemount,
MN. The peak efficiency has been normalized for proprietary reasons. Tip-speed ratio is defined as λ = ωR

u ,
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where ω [rad/s] is the rotor speed and R [m] is the rotor radius. The peak CP∗ value is achieved at some
fixed blade pitch angle, β∗, while tip-speed ratio changes with varying wind speed. The optimal tip-speed
ratio, λ∗, can be achieved by changing the rotor speed proportionally to the wind variations. The standard
turbine controller, with torque and blade pitch as inputs, can be split into 3 regions (see Figure 2): Region
1, Region 2, and Region 3. In Region 1, the turbine does not produce any power because the wind speed is
not sufficient to operate. Once the wind reaches the cut-in speed, the turbine enters Region 2. In this region,
the turbine keeps the blades fixed at an optimal blade pitch angle and maximizes the generator torque to
maximize the power of the turbine. Lastly, when the wind reaches the rated wind speed, the turbine is
producing the maximum power that it is allowed to produce. In this region, the power is held constant by
fixing the generator torque. As wind speed increases, the blades are pitched to minimize structural loads
and maintain a constant rotor speed. The specifics of the controller operation in each region are addressed
below.
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Figure 1. Cp curve of the 2.5MW Clipper turbine at UMore Park, Minnesota

In Region 2, the controller typically used is a generator torque controller. The dynamics of the turbine
are modeled as a single degree-of-freedom rotational system:

ω̇ =
1

J
(τaero − τg) (2)

where ω̇ [rad/s2] is the angular acceleration, τaero [Nm] is the aerodynamic torque, and τg [Nm] is the
generator torque. The power captured by a turbine can be expressed in terms of rotor speed:

P = τaeroω (3)

Using this relationship, the aerodynamic torque can be rewritten as:

τaero =
P

ω
=
ρAu3CP (β, λ)

2ω
(4)

The objective of a generator torque controller is to maximize power. This is done by maintaining an
optimal blade pitch angle, β∗, and tip-speed ratio, λ∗. The blade pitch angle is held fixed at β∗, and
the generator torque is controlled to achieve λ∗ in varying wind conditions. The generator torque can be
computed using the standard control law:

τg = Kgω
2 (5)

where Kg =
CP∗ρAR

5

2λ3
∗

and N is the gearbox ratio. If Kg is chosen properly, the power from the turbine will

converge to CP∗ in steady winds. In turbulent winds, the turbine will cycle around the peak λ∗. Substituting
τaero and τg into a single degree-of-freedom rotational system, it can be shown that the turbine will converge
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toward the desired operating point CP∗(β∗, λ∗). The experiments described in later sections focus on turbine
operation in Region 2 where the generator torque is used to control the turbines.

Figure 2. Regions of wind turbine operation

In Region 3, the turbine controller holds the generator torque constant and pitches the blades to minimize
structural loads. It is common to use a PI or PID controller for blade pitch control [17], [18]. This region is
not addressed in experiments and may be looked at in future experiments.

III. Experimental Setup

A. Wind Tunnel

The experiments were completed in a closed loop wind tunnel at SAFL on the campus of the University of
Minnesota. A 200 horse-power fan drives the flow in the tunnel, into the test section which has a length of 16
m and a cross-section of 1.7 m by 1.7 m. Coarse wire mesh and a honeycomb flow straightener condition the
flow prior to entering a contraction with an area ratio of 6.6:1 upwind of the main test section. Immediately
at the end of the contraction, a trip is placed to promote boundary layer growth.

The scale turbines were placed roughly 13 m downwind of the trip in the test section where a turbulent
boundary layer thickness of δ ≈ 0.6 m was measured for the neutral boundary layer. The logarithmic velocity
profile has a well-developed surface layer and the ceiling is adjusted to ensure a zero pressure gradient within
the test section. The surface (floor of the tunnel) is composed of smooth, aluminum plates, each with a
length of 0.3 m in the flow direction and can be heated or cooled to produce the desired thermal boundary
layer. In addition to the floor temperature control, the air temperature is maintained by a large radiator
located downwind of the tunnel fan. The neutral cases investigated herein set the air and floor temperature
equal, and were held to within ±0.2◦C.

The wind turbine models tested in the tunnel are approximately 1:750 scale models of the Clipper Liberty
2.5MW utility-scale wind turbine, see Figure 3. The resulting dimensions for the model are a three-blade
rotor with a diameter of 0.128 m (GWS/EP-5030x3 rotor designed for model aircraft). The blades are
oriented such that high pressure surface faces the inflow. The hub height is 0.104 m and remains within the
lower twenty-five percent of the boundary layer, similar to the full-scale turbine from which it was scaled.
The tip-speed ratio, λ, was controlled by carefully selecting the model turbine generator and is on the lower
end of the λ range for turbines used in the field. This set of experiments uses a specific hub velocity of
approximately 4.5 m/s. It is in the operating range of standard turbines and provides a detailed comparison
to wind farm experiments completed at the same velocity. The derated tip-speed ratio for the model turbine
in the undisturbed boundary layer is λ ≈ 4.5, while typical values for utility-scale wind turbines range
between λ ≈ 3.5 and 10.

The model turbines were operated in two different states: (i) rated state; (ii) derated state. The rated
state means that a voltage was applied from a DC power supply or function generator to the DC generator
on the model turbine applying a torque opposing the aerodynamic torque and allowed the control of the
tip-speed ratio. More details are provided in Section III.B. In the derated state, the turbine was allowed to
operate under no load and produce electricity through the DC generator, which was then recorded for use
in diagnostics. The turbine voltage is produced by the DC generator with a constant electrical load and
mechanical torque. For more details on turbine voltage production and analysis verification the reader is
directed to Howard et. al.30
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Figure 3. Two turbine setup in the SAFL wind tunnel (left) and the 2.5 MW Clipper turbine at UMore Park
(right)

B. Two-Turbine Setup

Each experiment uses two model turbines placed in the wind tunnel with spacings of three to five diameters.
A voltage can be applied to the generator, as described above to vary the rotor angular velocity, which in
turn adjusts the performance of the turbine, as mentioned in Section II. For example, at higher generator
torques, the turbine is extracting more power from the wind resulting in a lower rotor angular velocity
and lower power production at the downwind turbine. The performance of the first turbine impacts the
operation of the downwind turbine. Several experiments were run to examine the response of the downwind
turbine based on the inputs to the upwind turbine. Square waves with varying frequencies were applied to
the upwind turbine and the voltage response of the downwind turbine was recorded. A summary of the
experiments can be seen in Table 1.

Table 1. Summary of two turbine experiments. The (∗) indicates that PIV was also taken during this
experiment.

As noted above, each experiment is run at a wind speed of 4.5 m/s. The frequencies in these experiments
were chosen to inspect the ability of the model turbines to respond. At higher frequencies, the turbine
response was limited due to the internal electrical resistance, and primarily, the rotational inertial of the rotor.
In addition, the frequencies tested can be translated to relevant wind gust events for utility scale turbines.
The model turbine rotor speed was measured using a tachometer and was observed to be approximately 2400
RPM, or 40 Hz. The Clipper turbine has a rotational speed of around 0.2 Hz while operating in the same
region as the model turbine. As a result, the frequencies in Table 1 can be related to the Clipper turbine
by scaling the perturbation frequency with a ratio of Clipper angular velocity by the model turbine angular
velocity. The frequencies listed in Table 1 would translate to frequencies between 0.0001 Hz and 0.05 Hz for
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the Clipper turbine. Qualitatively, these time scales correspond to winds generated during thunderstorms,
which can last on the order of hours, and wind gusts, which can be on the order of tens of seconds, see Figure
4.
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Figure 4. Time and space scales of wind events31

Each test was run for 100 s, limited by the maximum number of samples for the data acquisition system
when sampling at 10000 Hz. Voltage measurements were taken from both turbines and PIV was used
to capture the physical characteristics in the wake created by the upwind and downwind turbines. Both
data types provide some insight into how the wake responds to the varying input of the upwind turbine.
Specifically, PIV was used to look at wake meandering as a function of the upwind turbine input. Wake
meandering is defined by the non-uniform oscillation downwind of the wake, which is typically forced by
large-scale turbulent motions. Wake meandering is an important aspect to consider when performing wind
farm control as it can cause significant structural loading on the turbine. It can also enhance wake recovery,
which increases the amount of wind available to downwind turbines.32

IV. Results

In this section, PIV results are analyzed to investigate wake meandering and the changes induced by the
varying inputs. In addition, the results presented look at the voltage response of the downwind turbine due
to the varying input of the upwind turbine.

A. Wake Meandering

PIV was used to examine the effects of varying inputs on the wake meandering behind the upwind turbine.
PIV uses a pulsating laser sheet synchronized with high resolution cameras to capture instantaneous move-
ment of seeding particles in the wake. Olive oil droplets on the order of 5 to 10 microns in diameter are
injected into the wind tunnel and tracked by taking snapshots in time and comparing the locations of the
particles. The time between snapshots is known and, therefore, the velocity vectors of the particles can be
computed. Figure 5 shows details of the two instantaneous velocity fields on a horizontal plane taken at hub
height behind a turbine.

In the left plots, the minimum velocity is tracked and then low pass filtered to produce the white curve
of Figure 5. Filtering the data gives a smooth curve in which a rough estimate of the wake meandering
frequency can be determined. The right plot shows the upwind turbine operating in a derated state. The
left plot shows the upwind turbine operating in a rated state and it forms a more distinct shear layer, shown
by the definitive line between freestream velocity and the wake. In addition, the estimated average wake
meandering frequency when the upwind turbine was in a derated state was around 33 Hz, while for a rated
state, the averaged wake meandering frequency increased to 38 Hz. It is proposed that this is because the
upwind turbine wake in a rated state has a larger velocity deficit, producing the strengthened shear layer
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Figure 5. Instantaneous wake meandering captured by PIV. The left plot shows the turbine operating in a
rated state and the right plot shows the turbine operating in a derated state.

and allowing the wake to meander more as it makes its way downwind at a slower velocity. This could have
an overall effect on the turbine loads. Understanding the relationship between wake meandering and the
actions of the upwind turbine may lead to better wind farm control designs that have the potential help to
mitigate loads and increase the lifetime of the turbines.

B. Voltage Test Results

In addition to PIV, voltage tests were conducted to investigate the effects between a varying input and the
response of the downwind turbine. Specifically, Figure 6 displays a few selected inputs to the upwind turbine
and the response of the second turbine when placed downwind at 3D and 5D. The left column shows the
upwind turbine input voltage signal. The middle and right columns show the downwind turbine output
voltage response. The results shown are ensemble averages over the total number of periods contained in
each 100 s experiment. Specifically, the results shown for 0.04 Hz, 0.1 Hz, and 1 Hz correspond to ensemble
averages over 4, 10, and 100 periods, respectively. This is important to note because each plot corresponds
to an ensemble average over a different number of periods.

There are several significant points to note from these results. First, when the signal on the upwind
turbine has a high input, or enters a rated state, this means that the turbine is operating at a higher
efficiency, and is extracting more energy out of the wind. In steady-state operation, this produces a larger
velocity deficit in the wake and reduces the overall output of downwind turbine. Similarly, when the upwind
turbine has a low input, or enters a derated state, it is extracting less energy from the wind, providing a
higher wind speed for the downwind turbine. This is the reason for the 180◦ phase shift between the upwind
turbine input signal and the downwind turbine output seen in the lower frequencies, most notably at 0.04
Hz (top row of Figure 6).

As the frequency increases, the voltage production of the downwind turbine tends to more closely mimic
the input signal. For example, at 1 Hz (bottom row of Figure 6), the downwind turbine voltage response
is nearly in phase with the upwind input signal. The difference between the run at 0.04 Hz and at 1
Hz is twofold, (i) due to the reduced convection velocity of the wake and (ii) from the change in turbine
rotor inertia. The downwind turbine does not instantaneously respond to the effects of the upwind turbine
operating at a higher efficiency, but at a certain amount of time later. At 1 Hz, the upwind turbine is
changing its state at nearly the same time that the downwind turbine is feeling the effects of the previous
state. This results in a phase lag greater than 360o.

Another thing to note is the changing amplitude of the downwind turbine output as the turbines are
spaced farther apart and the frequency is increased. As the turbine spacing is increased, the wake has more
time to recover and evolve, which dampens the effect of the input from the upwind turbine. In addition,
the model turbines have a certain amount of rotational inertia that prevents them from responding to fast
frequencies. For example, a utility turbine can respond to large gusts of wind, but due to its large rotational
inertia, it cannot respond to the microscales of turbulence. The faster the input frequency becomes, the
smaller the response will be at the downwind turbine.
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Figure 6. Voltage Results: Input square wave at upwind turbine (left), effect on downwind turbine at 3D
spacing (center), effect on downwind turbine at 5D spacing (right)

V. System Identification

The objective of these experiments is to find a model suitable for dynamic feedback control (Figure 7).
The input to the model developed in this paper is the generator torque, τg1, of the upwind turbine which is
a function of the input voltage. The output is the voltage generated by the downwind turbine. This model
could be used to coordinate turbines in a wind farm to maximize power and reduce structural loads.

Frequency domain techniques were used to construct dynamic models from upwind voltage input u to
downwind voltage output y. For each experiment (turbine spacing and frequency input f), the Fourier
Transfrom of the domain data samples {uk, yk}Lk=1 was computed. This data consists of complex numbers

{Û(ωj), Ŷ (ωj)}Lj=1 that depend on the frequency ωj . The power spectrums (Û , Ŷ ) contain noise, e.g. due

to 60 Hz electric interference. To eliminate the effects of this noise the ratio Ĝ(jf) = Ŷ (jf)/Û(jf) was
computed only at the excitation frequency f of the square wave input. The magnitude and phase of this
complex number Ĝ computed for each experiment is shown as a function of frequency (red dots) in Figure
7. The magnitude is shown in units of decibels: 20 log10 |Ĝ|.

The empirical magnitude and phase data is then used to construct the dynamic model using numerical
tools found in the System Identification Toolbox in MATLAB. Specifically, the function tfest was used to
fit the data with a second-order transfer function of the form:
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Ĝ(s) =
1

s2 + as+ b
e−sτd (6)

where a, b, and τd are tunable model parameters. The constant τd represents a time delay that is required
to obtain an accurate transfer function fit. An estimate of the time delay can be computed using Taylor’s
Hypothesis of frozen turbulence. This hypothesis assumes that the turbulence is unchanged as it is advected
downwind, i.e. wake transport from upwind to downwind. A consequence of this hypothesis is that the wake
advection is only a function of the mean wind speed. For example, in the 3D case, the turbines are spaced
38.4 cm and the mean velocity is 4.5 m/s. As a result, the time delay is approximately τd = 0.09 s. This is
a conservative estimate as the wake will be moving downwind at a reduced velocity, not the mean velocity,
due to the presence of the upwind turbine. The remaining parameters a and b are obtained using tfest to
obtain the best fit. The transfer function fits obtained from the 3D and 5D experiments are given by:

Ĝ3D(s) =
−0.1057

s2 + 2.98s+ 3.203
e−0.09s (7)

Ĝ5D(s) =
−0.07078

s2 + 2.71s+ 3.195
e−0.14s (8)
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Figure 7. Frequency response of two-turbine array at 3D (left) and 5D (right) spacing

For both turbine spacings, the two-turbine array can be modeled with a second-order transfer function.
The phase in Figure 7 contains the rotational dynamics of both the upwind and downwind turbine as well
as information on the mean wake velocity. If rotational dynamics are ignored, the phase information can
be used to determine the approximate convection velocity in the wake. The amount of phase between the
input/output response reflects how long the signal took to propagate through the flow field to the downstream
turbine. By analyzing the dynamic model in this way, we can get a sense of how the wake is evolving in time
based on the input-output response of the two turbine array.

VI. Conclusion

A dynamic model was developed from experimental data for a two-turbine array in a wind tunnel using
system identification techniques. Voltage tests were primarily used to characterize the frequency response of
the system. In addition, PIV was used to identify wake meandering characteristics based on varying inputs
at the upwind turbine. Both the voltage and PIV results provide insight into the wind farm control problem.

Future work includes conducting more experiments and developing control strategies around the dynamic
model presented in this paper. Applying some modifications to the model turbines used in these experiments,
we hope to perform wind farm control in the wind tunnel.
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