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Abstract

A hard disk drive (HDD) is a device that stores digital data by writing and reading

magnetic signals onto a disk using a magnetic transducer. The data is organized

into circular tracks that are less than 100 nm wide. Modern HDDs use a dual-state

actuator to position the transducer onto these tracks. Since the tracks are extremely

narrow, a high performance controller is required to reject disturbances from various

sources and maintain the position of the transducer on a single track.

This thesis focuses on designing a robust controller for the HDD system. The con-

troller must be robust to its external environment, such as changes in temperature,

and provide good performance to thousands of drives. An adequate uncertainty model

designed using first principles is not available for robust controller design. Thus a set

of frequency response data (FRD) measured from a number of HDDs and at different

temperature points is used to design the uncertainty model of the system. A basic

method of averaging the set of FRD to create an uncertainty model is used to de-

sign the baseline controller through a standard D-K synthesis method. A numerical

algorithm is then developed to create an optimal uncertainty model for the system

using the experimental FRD. Using this algorithm, a temperature dependent model

is designed for the purpose of designing a temperature dependent robust controller.

Finally a temperature dependent controller is designed to increase the performance

of the HDDs compared to the baseline controller, and the theoretical validation for

the method is given.
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Chapter 1

Introduction

Since their introduction to the public in 1956, hard disk drives (HDDs) continue to

be a popular data storage device for personal computers and data centers [1]. In

2014, a total of 564 million units of hard disk drives were sold internationally, which

was equivalent to 540 exabytes, or 540 million terabytes, of storage being sold that

year. It is projected that by 2020, the total annual shipment of HDD storage will

grow to 2,000 exabytes [2]. With increasing demand for more data storage, HDD

manufacturers continue to improve every component of their products.

HDDs have been a source of research problems in the fields of materials, signal pro-

cessing, and control systems as manufacturers continue to push their limits. In the

field of material science, there are projects based on improving magnetic media to

increase the storage density of HDDs [3]. In signal processing, there has been work

in designing better magnetic signals to fit more data onto the media [4]. Within the

HDD is a servo mechanical system, which consists of a recording media rotating at

a constant rate and an actuator system that is used to position the magnetic head

on the media to read or write data. In this dissertation, we consider the problem of

designing a robust controller for the actuator system inside an HDD. To aid in this

research, a set of experimental frequency response data was provided to the Controls

Lab in Aerospace Engineering and Mechanics department at University of Minnesota

by Seagate.

The robust control design for the HDD’s actuator system is an interesting problem

for several reasons:

1



1. The data on the recording media are organized as circular tracks, and to increase

the storage density, these tracks have gotten narrower over time. Current HDDs

use recording media with tracks that are less than 100nm wide [5]. Therefore

the controller needs to be able to reject disturbances above 2000 Hz due to the

increased storage density of the HDD [6]. The elastic response of the actuators

have to be modeled to achieve a bandwidth of such high frequency.

2. To achieve high bandwidth, the modern HDDs use a dual stage actuator system.

Since the only position measurement made by the HDD is from the signal on

the recording media, it is a two-input one-output system.

3. The high bandwidth requirement of the controller requires the high frequency

elastic response of the system to be modeled. Experimental frequency response

data is easily obtainable and is commonly used to design robust control systems.

4. Modern HDD systems require a complex network of different control systems

to achieve a specific performance. In this dissertation, the scope of the project

is to design a robust controller for the purpose of rejecting high frequency and

non-repeatable disturbances.

5. HDDs are sold in large volumes, and therefore the control system for the dual-

stage actuator must be robust for thousands of drives per product. Due to

manufacturing tolerances, the high frequency dynamics are slightly different

between drives. Another factor that can change the dynamics of the system

is temperature. The controller must be robustly stabilizing to these different

factors and still provide a high bandwidth.

6. Different controllers can be tested on HDDs without significant monetary con-

sequences due to its durability and low cost. With the help of engineers from

Seagate, it was possible to validate the control synthesis methods that are de-

scribed in this dissertation.

1.1 Dissertation Overview

In this dissertation, methods used to design a temperature dependent controller are

described to increase the performance of HDDs under varying temperature conditions.

Chapter 2 gives an overview on the relevant HDD components and their improve-

ments over time. In the last 60 years, since the invention of the first HDD, every

2



component of the HDD has been improved over time. These different improvements

have made it possible for HDDs to increase its storage capacity as it shrank in size.

The key components for this dissertation are the voice coil motor, the micro actuator,

the magnetic head and the servo pattern written on the recording media. The details

on how the HDD measures the position of the magnetic head through the magnetic

patterns on the media will be explained. Since the system is a two-input one-output

system, the different control schemes that are applicable to the system are explained

as well.

In Chapter 3, a temperature independent controller is designed for the system. Al-

though the method used in this chapter is not novel, the controller designed in this

chapter is used as a baseline system, which the performance of other controllers can

be compared against. A basic method of fitting a state-space system to the mean

of experimental frequency response data is used to design the uncertainty model of

the HDD system. The method used to design the performance and actuator weights

are described in this chapter as well. Two different performance weights are designed

to create two different controllers. Once an interconnected model of the HDD sys-

tem with uncertainty is created, a conventional D-K synthesis is used to design the

LTI robust controllers for the system. The controllers are ultimately validated by

implementing them onto a HDD system.

In Chapter 4, a method to design an optimal nominal model based on experimental

frequency response data is described. The developed algorithm finds the frequency

response data which minimizes the dynamic uncertainty of the model. The D-K

synthesis method, described in Chapter 3, requires an uncertainty model to design a

robust controller. The method described in this chapter will derive a nominal model

and weight that is optimal at each frequency point based on a set of experimental

frequency response data. By optimizing the uncertainty model, conservatism in the

control design can be reduced to increase the performance of the system. Furthermore,

various model types applicable to the HDD system are discussed in the chapter.

In Chapter 5, a method used to design a temperature dependent model for the HDD

system is described. As the temperature of the HDD system increases, the metal of

the actuator softens, and its natural frequency decreases. In Chapter 3, a single LTI

model of the HDD system is designed using all of the experimental data as a single

set. In this chapter, the set of experimental frequency response data is separated

3



into multiple sets based on the temperature at which the data was collected. By

designing a model at each temperature point while keeping the states consistent, a

temperature dependent model was designed. A temperature dependent model reduces

the uncertainty of the system at the frequencies of the first several high frequency

modes and increases the performance of the controller designed in Chapter 6.

In Chapter 6, a method to design a temperature dependent controller for the HDD

system is described. A gain scheduled controller was designed using the temperature

dependent model from Chapter 5 to increase the performance of the system under

varying temperature conditions. Modern HDDs have a temperature sensor built-in,

and thus a gain-scheduled controller can be implemented. A modified D-K synthesis

method was developed to design a gain-scheduling controller for a system with slow

varying parameter. Furthermore the theory behind the controller synthesis method is

described in detail. The goal was to increase the bandwidth of the closed-loop sensi-

tivity without increasing its peak or low frequency gain compared to the temperature

independent controller designed in Chapter 3. The improvement of the controller was

ultimately validated by implementing it into a real HDD system.

Chapter 7 concludes the dissertation, and recommends possible future work. The

appendix includes some of the core codes that were used to design the controllers.

1.2 Dissertation Contribution

Based on a research that focuses on designing robust controllers for HDD system, this

dissertation contributes to the field of robust control systems in two ways.

1. Practical Application to HDD: Throughout the dissertation, an emphasis is

placed on the application of robust control research to the HDD system. Using

experimental HDD data, the methods that are described in the dissertation

are designed to be applicable for real HDD systems. The practical issues that

occur for HDD systems are resolved in several chapters. With collaboration

from Seagate, it was possible to implement the designed control systems onto

a HDD and validate their performance. In Chapter 3, an established D-K

synthesis method was applied to the HDD problem using the tools available

in the Robust Control Toolbox in MATLAB. Although the application of D-K

synthesis to such a system is not novel, the described method provides insight
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into control design methods for HDD systems. Chapters 4, 5, and 6 provide

detailed descriptions on applying the newly developed tools for HDD system.

In Chapter 4, a detailed method on designing an optimal uncertainty model

of the HDD system is described. In Chapter 5 and Chapter 6, a step by step

description of how to design a temperature dependent model and temperature

dependent controller for the HDD systems are described, respectively.

2. Development of Theoretical Tools to Improve HDD Control Systems:

For the purpose of improving the HDD control system, several numerical tools

were developed. The first tool, described in Chapter 4, provides a method

for designing an optimal uncertainty model based off a set of experimental

frequency response data. The linear matrix inequalities used to find the optimal

nominal model is based off the same underlying theory that is used for the

MATLAB function ucover [7]. This tool designs an uncertainty model of the

HDD system based on minimizing the uncertainty set of the system and thus

reduces the conservatism from the model and increases the performance of the

system. It also provides a standardized method for designing an uncertainty

model from a given set of experimental frequency response data. The second

tool, described in Chapter 5, provides a method for designing a parameter

dependent model based on a set of experimental frequency response data for

a slow varying parameter. The third tool, described in Chapter 6, provides a

method for designing a gain-scheduled controller for a system with slow varying

parameter. The H∞ theory is also looked at in depth to provide the necessary

conditions to design a linearly interpolatable D-K synthesis controller.
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Chapter 2

Modern Hard Disk Drives

2.1 Brief History

The hard disk drive (HDD) is a device that is commonly used to store digital data.

It works by spinning a magnetic disk while a magnetic transducer, commonly called

a head, reads/writes data from/to circular tracks on the disk. The first computer

with a HDD to hit the market was the Random Access Memory Accounting Machine

(RAMAC), introduced by IBM in 1956 [8]. The RAMAC’s 5 MB storage capability

and the ability to access digital data in real time rendered the punch card systems

obsolete at the time. It was a large system that contained 50 disks, each 24 inches

in diameter, and had a data storage density of about 2 kilobits/in2. A modern HDD,

shown in Figure 2.1, uses disks that are less than 3.25 inches in diameter and has

a storage density of over 0.25 Terabits/in2 [9] [10] [11]. Along with the increase in

storage density, the price for HDDs has drastically decreased as well. The cost of

RAMAC was approximately $32,000 per MB in 1956, compared to a modern HDD

that costs less than $0.10 per GB [12]. The fundamental mechanism of a HDD has

not changed since the invention of the RAMAC, however the components of the HDD

have been significantly improved over the years.

One of the main components that has been improved is the magnetic disk, or the

recording media, which is used to store the digital data. Over time, the base material

and magnetic coating of the media was improved to increase its storage capabilities.

Initial HDDs used magnesium substrate as the media material, while current HDDs

use aluminum alloy or glass depending on the size of the media and how fast the
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Figure 2.1: Picture of a hard disk drive with the front cover removed

media is set to spin within the HDD. RAMAC used media that was painted with

ferrite, but as the media material changed and the disk sizes were reduced, the thin-

film sputtering has become the primary method of coating the media [13] [8]. As

physical limitations on the thin-film sputtering method is reached, new technologies

continue to be developed to improve the media. One such technology is the bit-

patterned media where the magnetic coating is done such that there exists extremely

small islands of magnetic material that can carry 1 bit of information [13] [14]. The

improvements that were made to the media have increased the number of tracks that

it can hold on one surface, which is typically measured as tracks per inch (TPI).

Since the digital data is directly stored onto the media, improving the track per inch

(TPI) capability of the media is directly related to improving the storage density of

HDDs [9]. The improvements made onto the media have increased its TPI from 20 to

more than 340,000, however the increase in TPI has reduced the width of the tracks

to be less than 75 nm [6] [5]. As the tracks became extremely narrow, the actuator

system and its control system had to improve as well.

The actuator used in the HDD had to improve along with the media technology to

be able to place the magnetic head onto the center of a desired track. The overall

system that is used to maintain the position of the magnetic head is called the ser-

vomechancial system, and is called the servo system for short. Initially the RAMAC

utilized linear actuators, made from aircraft cables and pulleys, to move a single

magnetic head vertically and radially across the disks. The first major development

was the comb structure, which allowed the actuator to hold a magnetic head for each

surface of the media, and therefore require the actuator to move in only one dimen-
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sion. The linear actuators were then replaced by rotary actuators to increase stability

against linear shocks and vibration [15]. Modern HDDs utilize a dual stage actuator,

as shown in Figure 2.2, where it uses a main rotary actuator named the voice coil

motor (VCM) for the broad general motion, and a micro actuator (MA) near the

magnetic head for a more precise but much smaller range of motion [16]. The VCM

is named for its similarity to how a loudspeaker works, and the MA is comprised of

two piezoelectric elements that contract and expand to tilt the tip of the actuator.

Although only one VCM is used for the entire rack of disks, there is a MA for each

surface of disks inside the HDD. The improvements made in the actuator system

have allowed HDD systems to take advantage of the increase in TPI capabilities of

the media [9].

Figure 2.2: Components of hard disk drive actuator system.

With the improvements made over time to the components of the HDD, its storage

density has been making drastic improvements over time [3]. Historically, since the

invention of the HDD, its storage density has been doubling almost every year [11].

There is some doubt that this rate of improvement will not be sustained as physical

limitations on media technology are reached, but it is still likely that the storage

density will continue doubling every 24-36 months [17]. Interested readers should

read the references cited in this section for additional details.
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2.2 Mechanism

As stated in the previous section, modern HDDs use a dual stage actuator comprised

of the VCM and the MA, as shown in Figure 2.2. There is one VCM for all of

the magnetic heads, while there are individual MAs for each surface. The VCM

provides a general range of motion so that the magnetic heads can be positioned

from inner to outermost radial position on the disk, while the MA provides a more

accurate movement, but with a much smaller range compared to the VCM. The MA is

comprised of two piezoelectric elements that contract and expand to tilt the position

of the magnetic heads, and it can be seen as the two gold elements in Figure 2.2.

Although there is a magnetic head for each surface of the disk, or two transducers

per disk, only one magnetic head is used at a time to read/write data. Furthermore

there are no sensors on the actuators to measure the position of the magnetic head,

thus the positional information is obtained through signals encoded on the magnetic

disks.

The magnetic signals are organized as circular tracks with certain radial width on the

surface of the magnetic disks. Furthermore, these tracks are divided angularly into

data and servo sections as shown in Figure 2.3. The data sections are the angular

Figure 2.3: The magnetic signals are radially organized as tracks, and angularly organized as servo and data sections.
Typically there are over 100 servo and data sectors [4]

components of the tracks that are used to store digital data, while the servo sections

contain encoded signals used as markers for the HDD to determine the position of
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the magnetic head. The magnetic signals on the servo sections are encoded during

manufacturing and are not changed in a typical HDD usage. Typically 10% of the

media area is used for the servo section [12]. Each servo section contains various

components to allow the HDD to calibrate and calculate the position of the magnetic

head. The primary components of the servo section used to determine the position

of the head are the gray code and the servo burst signals [4]. The gray code contains

the information on the angular and radial position of magnetic head relative to the

entire surface of the disk. The servo burst signals are used to calculate the radial

position of the magnetic head relative to the center of the track, otherwise known as

position error signal (PES).

Typically the servo burst signals are arranged as shown in Figure 2.4 and 2.5. The

servo burst signals labeled PS1 and PS2 are offset such that each of them take up one

half the width of the track. If the magnetic head is located perfectly at the center

of the track, as shown in Figure 2.4, the HDD will read two magnetic signals with

equal amplitude. If the head is off-center, as shown in Figure 2.5, the signal strength

from the two signals will be different [6]. Using the difference in the strength of the

signals, the HDD is able to calculate the PES [4]. The PES can then be used as the

input into the control system.

Figure 2.4: Servo burst signals read by the magnetic head when it is placed on the center of the track.

Lastly, there are two operating modes for the actuators, track seeking and track

following. Track seeking occurs when the magnetic head needs to be moved from

one track to another track. Track following occurs when the HDD needs to maintain

the position of the magnetic head on one track to read/write data from/onto it.

This thesis focuses on designing a robust controller for track following mode, where
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Figure 2.5: Servo burst signals read by the magnetic head when it is placed off center from the track.

various disturbances must be rejected by the controller to maintain the position of

the magnetic head [9].

2.3 Disturbances

There are various disturbances that can affect the performance of the actuator system.

These disturbances can cause the actuator to position on the wrong track. The event

of being on the wrong track is known as track misregistration (TMR), and a control

system is implemented in the HDD to minimize its occurrence [18]. There are several

causes of disturbances that can affect the HDD system. The manufacturing tolerances

can affect the shape of the track and cause what is known as a repeatable run out

disturbance. The fluid movement caused by the rotation of the disks is a type of

disturbance that is known as windage. There are also external disturbances that are

caused by forces outside of the HDD.

One of the primary disturbances occur due to manufacturing tolerances that cause

the magnetic tracks to be non-ideal in shape. Although in Figure 2.3, the track is

shown as a perfect circle, in reality the tracks are wobbly due to manufacturing errors

as shown in Figure 2.6. Since the actuator spins at a constant rate, this error repeats

every cycle. Therefore this type of error or disturbance is known as repeatable run

out (RRO) [6]. There are various ways the RRO can be compensated. One type of

method relied on a feed forward controller to compensate the repeated error [6, 19].

Another type relied on disturbance estimation and learning gain, which could take

some cycles of data for the RRO to be compensated [20,21]. Since RRO is a repeatable

disturbance, it is also possible to measure and store the RRO correction value onto
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the media itself [22]. Within a modern HDD, there are various systems that help

to mitigate RRO, but not completely cancel it out. Any leftover disturbances from

RRO must be compensated by the robust controller designed in this thesis.

Figure 2.6: Real tracks are not written as perfect circles [6].

The spinning disks inside the HDD can cause a disturbance within the system. Due

to boundary layer effect, as the disk spins, the fluid inside the system moves rapidly.

The force caused by the movement of fluid inside the HDD is called windage [6].

The magnetic heads that are sandwiched by the magnetic disks will typically have

different windage force compared to the magnetic heads that are exposed on one side.

The spinning media can also have its own resonance, called disk platter resonance,

that can disturb the position of the magnetic head [23].

Including external sources of disturbances, such as music from laptop speakers [24],

the different disturbances have to be rejected to minimize the occurrence of TMR

during track following. The bandwidth of the HDD control system has to increase

along with the narrowing of the tracks to increase storage capacity. Unfortunately,

the mechanical resonant modes of the HDD actuators prevents the bandwidth of the

system to be increased arbitrarily [25]. Over the years, various control systems have

been developed for the servo system to maintain the position of the magnetic heads.
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2.4 Control System for HDD System

The disturbances into the HDD system can excite the high frequency dynamics of

the actuators, which can vary from HDD to HDD due to manufacturing tolerances.

A high performance robust controller for a HDD is required to maintain the position

of the magnetic head on very narrow tracks. The temperature of the HDD can

change the property of the metal causing the high frequency modes to shift in natural

frequency and damping ratio. Frequency response data of hard disk drives that were

collected for this thesis can be separated into various categories of different HDDs,

heads, and temperatures. A robust controller is designed in this thesis such that the

HDD can achieve high performance across different HDDs, and temperatures. It is

assumed that a controller would be designed for each magnetic head within the HDD.

The concept of using a dual stage actuator with a piezoelectric system and a voice coil

motor for the HDD was introduced in literature as early as 1991 [26]. The dual stage

actuator was developed to increase the bandwidth of the actuator system to keep up

with the improvement of the media as it reached a capacity of over 10 kTPI. A general

controller configuration for the HDD system is shown in Figure 2.7. The dual stage

HDD is modeled as a two-input, one-output system. The output from these actuators

sum to provide the net position of the head [27]. During track following the reference

input, r, is zero, and the disturbance, d, is the only input into the HDD system. The

output, y, is the position of the magnetic head which is typically measured through

the PES as described in Section 2.2. Alternatively, an extraneous sensor, such as

the laser Doppler vibrometer, can be used to measure the head position during an

experiment [28]. Finally, a one-input, two-output controller, K, is designed to actuate

the VCM and MA.
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Figure 2.7: Control structure for HDD with dual stage actuators.

One common control configuration used for the dual stage actuator system is shown

in Figure 2.8. This control system configuration reduces the MISO design problem
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to two SISO design problems, however it can not guarantee the stability of the VCM

feedback loop [29]. Early on in the control development for dual stage actuators,

what is known as the PQ method was used to design a controller using transfer

functions [6, 30]. The open loop transfer function of the system shown in Figure 2.8

can be expressed as

1 +
GMKM

GVKV

= 1 + PQ = 0, (2.1)

where Q = KM/KV and P = GM/GV . Using the PQ method a controller, Q, that

can stabilize P is first designed. Then from Q, stable controllers KV and KM can be

derived [30]. Using H∞ or H2 control design method, it is possible to simultaneously

design both the controllers by creating a weighted interconnected model of the system

as well [31].
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Figure 2.8: Control structure for HDD with dual stage actuators using the PQ method.

Another common control configuration for the HDD servo system is called the sen-

sitivity decoupled controller, or the decoupled master slave configuration. In this

configuration, an estimator of the MA is used to decouple the controllers for the

VCM and the MA as shown in Figure 2.9 [32] [33] [34]. This allows the controller

for the VCM and MA to be designed separately, and thus stabilize the VCM and

MA control loops separately [35]. Due to reliance on an estimator of MA, which also

has hysteresis characteristics [32], there is an added complexity to the system design.

Typically for a decoupled master slave configuration, the VCM controller is designed

first to achieve basic performance and stability. Then the estimator and the controller

for the MA is designed to increase the bandwidth of the system [29,34].

There are various research groups that have worked on designing a robust controller

for a HDD using the H∞ and H2 synthesis methods [36]. Initially, the models used to

design the controllers were low order systems [37], however as the desired performance

of the controllers increased, higher order uncertainty models became necessary. Since

the high frequency modes of the HDD actuators are difficult to model analytically,

14



r - +i
- -

-

+i KV

KM

-

-

GV

GM

LM

6

?
+i-�

6 i+?
d

- yr
6

Figure 2.9: Control structure for HDD with dual stage actuators using the DMS method.

most uncertainty models for the HDD actuators are derived based on experimental

frequency response data [28] [38] [39]. These uncertainty models are used to design a

robust controller through either a H∞ or H2 synthesis methods [40] [41].

In addition to H∞ and H2 controller synthesis methods, there have been other mod-

ern control synthesis method applied to the HDD servo system. One such method

is applying the PQ method using modern tools in combination with contact induced

vibration data to design an effective controller [42]. Another method that has been de-

veloped to improve disturbance rejection is to filter specific narrow-band disturbances

that affects the HDD system [43]. A switched controller design using H2 controller

synthesis has been used on HDD system to achieve high performance while avoiding

saturation of MA during track seek operations [44]. Similarly adaptive controllers

and model predictive controllers have been applied to HDD servo systems to improve

disturbance rejection and improve tracking performance [25,45].

The HDD system provides a stable platform for testing high bandwidth controllers

using various methods. For this thesis a temperature dependent controller was de-

veloped and tested on a HDD using the configuration shown in Figure 2.8, where

the controllers for VCM and MA are designed as individual SISO systems. In the

next chapter, the controller design method that was used to create a baseline robust

controller using D-K synthesis will be described.
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Chapter 3

Baseline Control Design

3.1 Introduction

In this chapter a baseline method of designing a robust controller from experimental

frequency data will be shown. The readers of this chapter should be able to recreate

the steps taken to design a robust controller for the actuator system of a HDD using

D-K synthesis. The relevant codes will be shown in the appendix. The objective is to

design a robust controller that will stabilize the HDD and achieve good performance

across numerous drives and temperature. The general steps taken to design a robust

controller for HDDs are:

1. Design an uncertainty model for the actuators based on the experimental fre-

quency response data.

2. Design a weighted interconnected model.

3. Use D-K synthesis to design a robust controller.

4. Check the performance of the controller by simulating its open-loop and closed-

loop sensitivity using the experimental frequency response data.

5. Test the performance of the controller by implementing the controller on a HDD.

3.2 Uncertainty Modeling

In general a simple model of the voice coil motor (VCM) is a double integrator

and a simple model of the micro actuator (MA) is a constant gain with a second
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Figure 3.1: The Bode plot of a set of experimental frequency response data for VCM and MA.

order high frequency roll off [9]. Due to the high bandwidth requirement for modern

HDDs, however, the high frequency modes of the actuators are important to model to

design high performance controllers. Unfortunately, it is difficult to model the high

frequency dynamics of the actuators based on first principles due to the complicated

elastic response of the system. An alternative method is to create an uncertainty

model of the actuators based off experimental frequency response data (FRD) of

several different HDDs. The FRD of VCMs from controller voltage input to position

error signal (PES) and the FRD of MAs from controller current input to PES were

provided to the Controls Lab by Seagate. FRD of VCMs and MAs from 16 HDDs for a

specific magnetic head from temperatures of 16oC to 60oC is shown in Figure 3.1. For

proprietary reasons, the magnitude and frequency of the data have been normalized

by some fixed values.

One definition for the nominal model of the dual-stage actuator is,

Go = GV0 +GM0 , (3.1)

where GVo and GMo are the nominal model of the VCM and MA, respectively. In this

definition the nominal models for the VCM and MA are constructed as independent
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SISO systems. For VCM, a multiplicative uncertain model is defined such that,

GV = (1 +WVL
∆1WVR

)GV0 , (3.2)

where WVL
and WVR

are the dynamic uncertainty weights for the VCM, and ∆1 is

the uncertain linear time invariant dynamic with magnitude less than 1. In robust

controls, this is one of the standard method to define dynamic uncertainty [46]. A

similar uncertainty model is defined for the MA,

GM = (1 +WML
∆2WMR

)GM0 . (3.3)

The multiplicative uncertainty model for the HDD is defined such that,

G = (1 +WVL
∆1WVR

)GV0 + (1 +WML
∆2WMR

)GM0 (3.4)

The block diagram for Equation 3.4 is shown in Figure 3.2. The output, y, is the

PES in this case.

Gunc

uV CM - GV CM

-WV1
- ∆1

-WV2

?
- i+

?

uMA - GMA

-WM1
- ∆2

-WM2

?
- i+ 6

i+ - y

Figure 3.2: Baseline uncertainty model of the HDD system.

3.2.1 Nominal Modeling

One simple method to consolidate the experimental data is to calculate their mean.

Let the kth experimental data set (k = 1, ..., K) of one of the actuators be Dk(jωi)

defined on a common grid of frequency {ωf}f=1,2,...,F . Then the mean of the experi-

mental data is,

Dm(jωi) =
K∑
k=1

Dk(jωi)

K
(3.5)

18



Once the mean of the FRD is calculated, a state-space system can be fit onto it

using a function such as fitfrd available in MATLAB’s Robust Control Toolbox

[47]. The state-space fitting method, however, does not guarantee that the VCM

or MA models will have the right characteristics outside the frequency range of the

experimental data. Therefore once the mean of the FRD is calculated, the known

model components, e.g. the dominant double integrator characteristic of the VCM,

are divided out from the mean,

TM(jωi) =
Dm(jωi)

L(jωi)
(3.6)

where TM(jωi) is the unknown model component of the actuator, and L(jωi) is the

known model component of the actuator. Due to numerical issues during the control

design process, the double integrator for the VCM is approximated by a second order

system with poles close to the real-axis and no zeros [9]. A state-space system can

be fit onto TM(jωi) using fitfrd to derive Tfit(s). Finally the nominal model can be

constructed by multiplying Tfit(s) and L(s) together. Using fitfrd, a fourth order

state-space system was fit for the VCM and an eighth order system was fit for the

MA. The resulting nominal models for the VCM and MA are shown in Figure 3.3.
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Figure 3.3: The average of the experimental data and the LTI nominal model for VCM and MA.

Although the high frequency modes are similar in complexity between the VCM and
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the MA, a higher order fit was used for the MA compared to the VCM. The controller

design will be setup such that MA is dominantly used in the high frequency range.

Thus it is more efficient to use the extra state orders for the MA model.

3.2.2 Uncertainty Weights

Once the nominal models are created, the uncertainty weights must be designed to

create an uncertainty model of the HDD. The purpose of the uncertainty weight is

to capture the difference in the dynamics between the nominal model, and the set of

experimental data which the model was designed from. The multiplicative uncertainty

set, SM , for a SISO system is defined as [31],

SM := {(1 +WL∆WR)G0,∆ ∈ RL∞, |∆|∞ ≤ 1} (3.7)

The goal is to design optimal uncertainty weights WL(s) and WR(s) such that all

Dk(jωi) exists within the set while minimizing the size of SM . The uncertainty

weights for the VCM and MA are designed independently and thus the following

steps are repeated for each component.

The initial step is to create an optimal uncertainty weight based on the nominal

model, G0(jωf ) and the set of experimental FRD, Dk(jωf ). A function called ucover

on MATLAB can be used to derive optimal uncertainty weights, WLopt(G0, Dk, ωf )

and WRopt(G0, Dk, ωf ), for nominal model G0 [7]. Since the system is SISO, the

dynamics of WRopt(G0, Dk, ωf ) and WLopt(G0, Dk, ωf ) can be consolidated into one

variable where, Wopt = WLoptWRopt. Once a state-space system of the weight, W (s),

is designed based on Wopt(G0, Dk, ωf ), the dynamics of the W (s) can be split based

on engineering intuition. For the HDD, either WR or WL is kept as a constant to

reduce the order of the uncertainty model.

The next step is to create a state-space system with a gain that over bounds ‖Wopt(G0, Dk, ωf )‖.
There are two methods that can be used to create W (s) based on Wopt(G0, Dk, ωf ).

The first method is to fit a non-minimum phase state-space system that over bounds

‖Wopt(G0, Dk, ωf )‖. A fitting function such as fitmagfrd on MATLAB is appropri-

ate for such application. For practical purposes, it is useful to do an iterative fitting

method to create the weights, the steps are listed below,

1. Fit a jth order non-minimum phase system, W j(s), with gain greater than
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‖Wopt(G0, Dk, ωf )‖

2. Increase the gain of W j(s) by 10%.

3. Fit a (j+1)th order non-minimum phase system with gain greater than ‖Wopt(G0, Dk, ωf )‖,
but with gain less than the modified W j(s).

4. Repeat step 1-3 until the desired state order is achieved

Typically the iterative method will start by fitting a first order system. This method

prevents large notches from occurring in the state-space fit.
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Figure 3.4: The optimal uncertainty weight from ucover and the resulting uncertainty weight for VCM
and MA. Wg(jωi) is used to design the uncertainty weight.

The second method is done by designing a FRD, Wg(jωi) with gain that over bounds

‖Wopt(G0, Dk, ωf )‖, and then fitting a non-minimum phase state-space system that

over bounds the gain of ‖Wg(jωi)‖. The second method allows a user to easily adjust

the shape of the uncertainty weight, while incorporating the optimal uncertainty

weight, Wopt(G0, Dk, ωf ). For example, it is known that there is measurement noise

at the low frequency, which causes the optimal uncertainty weight to have higher gain

at the low frequency. Using the second method allows the user to adjust the gain of

the uncertainty weight based on engineering judgment. The W (s) for both VCM and
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MA were designed using the second method and are shown in Figure 3.4. Wg(jωi) is

also shown in the figure. The VCM uncertainty weight was designed using a fourth

order fit, and the MA uncertainty weight was designed using a sixth order fit.

Once the uncertainty weights are designed for both the VCM and MA, the final

step is to put the components together as shown in Figure 3.2. Functions available

on MATLAB such as sysic and connect can be used to construct the uncertainty

model of the dual stage actuator. Typically the input and output from ∆ is dealt as

disturbance input and error outputs of the uncertainty system. However, in MAT-

LAB’s Robust Control Toolbox, there is a function ultidyn that creates uncertain

LTI variables, which can be used as a regular transfer function object in MATLAB.

With ultidyn, the uncertainty model can be directly constructed using Equation 3.4.

3.3 Interconnected Model Design for D-K Synthesis
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Figure 3.5: The interconnected model used to design a baseline robust controller, K(s)

Once the uncertainty model of the system is designed, the next step is to design the

performance and actuator weights for the weighted interconnected model as shown in

Figure 3.5. In the figure, WAv and WAm are the actuator weights for the VCM and

MA, respectively, WP is the performance weight, and K is the robust controller that

is to be designed.

It is desirable to favor the use of MA for high frequency responses due to its precise

but small range of motion. Thus the WAV
is typically a constant gain while WAM

is a low pass filter. The WP is designed to shape the closed-loop sensitivity, and

is the weight that is adjusted to affect the controller performance the most. The

closed-loop sensitivity is the closed-loop system response from the disturbance input

to the error output. In the frequency domain, it represents how much the closed-loop
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system attenuates or increases the error caused by the disturbance input at different

frequencies. The bandwidth is the frequency at which the gain of the sensitivity first

crosses -3dB. A controller will be designed to maximize the bandwidth, minimize the

gain below the bandwidth, and minimize the peak value of the sensitivity. A better

controller allows the HDD to reduce the error between the position of the magnetic

head and the center of the track under various disturbances.

A first order performance weight could have the form,

WP (s) =
µs+

√
7εwb

s+
√

7wb

(3.8)

where wb is the target bandwidth, µ is the target peak gain, and ε is the target DC

gain of the closed-loop system.

In this chapter, two different performance weights, Wp1 and Wp2 will be used to

highlight the effect it has on the closed-loop system. The inverse of the performance

weights depicts the desired loop shape of the closed-loop sensitivity, and are shown

in Figure 3.6. Both of the performance weights are designed to have very similar

bandwidth. Wp1, is a first order system, and Wp2 is a fourth order system. The inverse

of Wp2 is designed to have a much lower gain at the frequency below the bandwidth

compared to the inverse of Wp1. Typically the performance weight should over bound

the nominal sensitivity, however when the weight is designed too ambitiously, this

will not occur.
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Figure 3.6: The inverse of the performance weight, Wp1 and Wp2 .

Before the interconnected model can be constructed using either connect or sysic

function in MATLAB, all of the components must be discretized. The HDD system

is inherently discrete as the magnetic head obtains positional data from the servo
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section in fixed time intervals. The nominal models are discretized using either zero

order hold or first order hold, and the weights are discretized using the matched pole-

zero method. If there is a time delay, it is discretized using a bilinear approximation

method. Once all of the components are discretized and the interconnected model is

constructed, the robust synthesis problem as, shown in Figure 3.7, is setup.

∆
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Figure 3.7: Robust control problem

3.4 D-K Synthesis
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Figure 3.8: The block diagram for LFT of the interconnected model, P ,and controller, K.

D-K synthesis is a method that automatically designs a controller that minimizes the

structured singular value, µ, of Fl(P,K), as shown in Figure 3.8 [31] [46] [48]. The µ

is defined as the worst case gain of the system, or the supremum of the induced L2

gain over the uncertainty set, in the presence of uncertain perturbations. Due to the

numerical difficulty of calculating µ of a system, its upper bound is calculated instead.

The upper bound of µ is calculated by finding the induced-2 norm of the system. By

scaling the input and output of a system with D-scales as shown in, Figure 3.9, it is

possible to find the minimum of the upper bound of µ, which can equal µ in certain

cases.

D-K synthesis is an iterative method that cycles between the controller synthesis step

and the robustness analysis step. The cycle continues until the improvement in robust
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Figure 3.9: Block diagram of the scaled control problem.

performance becomes negligible from the iterative cycle. In the controller synthesis

step, the inputs and outputs of P are scaled as shown in Fig. 3.9. Then a stabilizing

controller is designed by solving the H∞ problem [47]. On the first iteration, the D-

scale is an identity matrix. On the analysis step, an optimization problem is solved

to find the optimal D-scale that will minimize the induced 2-norm of DFl(P,K)D−1.
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Figure 3.10: The Bode plot of the robust controller designed by D-K synthesis using Wp1 and Wp2 .

The D-K synthesis is available on MATLAB’s Robust Control Toolbox as dksyn. The

controllers that were created using dksyn with the designed interconnected models

are shown in Figure 3.10. In the figure, the controller designed using Wp1 and Wp2

are shown. It can be seen that the controller designed using Wp1 has a lower gain at

the low frequency.
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Figure 3.11: The open-loop response and closed-loop sensitivity created from robust controller designed using Wp1

and Wp2 . The dashed lines are the inverse of the performance weights.

3.5 Controller Performance

Once the controller is designed using D-K synthesis, the controller performance can

be verified by the open-loop response and closed-loop sensitivity. The open-loop

response, L, and sensitivity, S, for the HDD system is defined as,

L = GVKV +GMKM (3.9)

S =
1

1 + L
(3.10)

The open-loop response and the sensitivity of the controllers using the nominal models

and experimental data are shown in Figure 3.11 and Figure 3.12, respectively. If

the designed controller does not meet the design criteria, the process is repeated

with changes made to the models and weights to design a desirable controller. In

Figure 3.11, the inverse of the performance weight is also shown with the sensitivity

to demonstrate how it affects the shape of the closed-loop system. The trade off in

performance caused by the differences in Wp1 and Wp2 can be seen in both the figures.

It can be seen that the controller designed with Wp1 lowers the sensitivity peak of

the closed-loop system, but has a higher gain below the bandwidth compared to the

controller designed with WP2. There are advantages and disadvantages to both of
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these designs. The lower sensitivity peak would indicate a better robust stability,

while the lower gain below the bandwidth would indicate better disturbance rejection

and thus better performance. The performance weight should be chosen based on

which characteristic is more favorable for the HDD systems.
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Figure 3.12: The open-loop response and closed-loop sensitivity derived from the experimental data based on a
controller designed from Wp1 and Wp2 .

3.6 Controller Implementation

The controllers created in this chapter were validated by implementing them into

an actual HDD at Seagate. The controllers typically have to be conditioned such

that it can be implemented into the HDDs. For example, there is some limitation

on state order of the controller, thus an order reduction technique may be used.

Once the controller is implemented into the HDD, a sinusoidal sweep is done to

measure the open-loop and closed-loop sensitivity of the HDD for some frequency

range. Figure 3.13 shows the sensitivity of a HDD system using the robust controllers

which were designed in this chapter. The controller designed using Wp2 was not a

stabilizing controller due to not adequately attenuating the low frequency disturbance.

Since the uncertainty model is based off a set of experimental FRD, a controller

that may seem to be stabilizing may not necessary be stable for a HDD system.

Fortunately, it is not costly to test various controllers within a HDD.

27



102 103
−30

−20

−10

0

10

Normalized Frequency

G
ai

n
(d

B
)

Figure 3.13: The closed-loop sensitivity measured from a real HDD and simulated from experimental data
using the robust controller designed from Wp1.

Within Figure 3.13, the sensitivity simulated using the same controller is shown in red

lines. During the controller implementation, dc gain of the MA has to be calibrated

for each controller based on the approximate 0dB crossing of the sensitivity. Therefore

the sensitivity directly measured from a HDD can have a different frequency response

compared to the simulated sensitivity. It can be seen that the sensitivity derived

directly from the HDD has a higher bandwidth while maintaining the peak at 10 dB.

3.7 Conclusion

This chapter describes a method that was used to design a LTI robust controller for

a HDD system based on a set of experimental FRD. Although the method shown in

this chapter is not novel, the chapter provides several insights into designing a robust

controller for a HDD system. First, a method of designing an uncertainty model

from a set of experimental FRD was shown. Second, since current HDD system is a

MISO system, a method of designing a MISO model was shown. Third, a method of

evaluating the performance of a controller for a MISO system was shown by measuring

the sensitivity of the system. By implementing the controllers onto the HDD, it was

shown that a robust controller that may seem stabilizing may not be. One of the

controllers designed in this chapter was able to provide an adequate performance while

stabilizing the system for a HDD. Lastly, the stabilizing LTI controller designed in

this Chapter provides a baseline robust performance for the temperature dependent

controller designed in Chapter 6.
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Chapter 4

Optimal Uncertainty Modeling

4.1 Introduction

This chapter describes an efficient algorithm to construct an optimal uncertainty

model from experimental frequency response data (FRD). The work in this chapter

builds upon several results from existing literatures. The most closely related results

are contained in [7,49]. Semidefinite programming (SDP) was used in [49] to construct

an optimal uncertainty model from a set of FRD accounting for both noise and fitting

errors. A similar approach, presented in [7], forms the basis of the Matlab command

ucover. The ucover function computes a minimal uncertainty bound from a given

set of FRD and a known nominal model. The nominal model is typically computed by

simply averaging the FRD as shown in the previous chapter. Approaches to construct

uncertainty models from time domain data have also been presented in [50–53].

This chapter uses convex optimization to construct uncertainty sets from experimental

FRD. The proposed algorithm generates both the nominal model and the uncertainty

bounds from empirical FRD. It is shown via a simple example that optimizing the

nominal model (rather than simply averaging the data) leads to a reduction in the

uncertainty bounds. This ultimately reduces the conservatism in the control design.

Several practical issues that arise in the construction of uncertainty sets for the dual-

stage actuator system are also described.
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4.1.1 Problem Statement

The problem formulation assumes that a collection of n × m frequency responses

are obtained from input/output experiments. The kth experimental dataset, (k =

1, . . . , K), consists of the complex FRD, Dk := {Dk(jω1), . . . , Dk(jωF ) ⊂ Cn×m},
defined on a common grid of frequencies, {ωf}f=1,2,...,F ⊂ R. This data can be easily

and efficiently computed for many heads and drives in the HDD application using a

basic sinusoidal frequency sweep. For robust control design it is useful to construct

an uncertainty set of linear, time-invariant models, S ⊂ RLn×m
∞ , that contains all the

FRD. Specifically, the uncertainty set, S, is said to cover the collection of experimental

data if for each frequency response, Dk, there exists a model, G ∈ S, such that,

G(jωf ) = Dk(jωf ), for all frequencies, f = 1, . . . , F . Although as shown in the

notation the following method is valid for unstable systems, the HDD is an inherently

stable system.

This chapter focuses on two types of non-parametric uncertainty sets: additive and

input multiplicative uncertainty. These uncertainty sets are both described by a

nominal model, G0 ∈ RLn×m
∞ , and stable uncertainty weights, WL ∈ RH·×·∞ , WR ∈

RHm×m
∞ , where the dimensions of, WL, depend on the uncertainty set type. The

additive, SA, and input multiplicative, SM , uncertainty sets are defined as:

SA := {G0 +WL∆WR : ∆ ∈ RLn×m
∞ , ||∆|| ≤ 1} (4.1)

SM := {G0(Im +WL∆WR) : ∆ ∈ RLm×m
∞ , ||∆|| ≤ 1} (4.2)

The dimensions of WL are n × n and m × m for the additive and multiplicative

uncertainty sets, respectively. The explicit dependence of the uncertainty set on the

nominal model and weights will occasionally be denoted, e.g. SA(G0,WL,WR).

For a given type of uncertainty set (additive or input multiplicative), the objective is

to construct the nominal model, G0 and uncertainty weights, WL and WR, such that

the resulting uncertainty set covers the collection of experimental data. In addition,

the “smallest” possible uncertainty set that covers the data should be constructed

since this will reduce the conservatism in the robust control design. The following

function will be used as a measure for the size of the uncertainty set at the frequency,
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ω:

h(WL,WR, ω) :=Tr[WL(jω)∗ΓLWL(jω)] (4.3)

+ Tr[WR(jω)ΓRWR(jω)∗]

where ΓL and ΓR are positive definite matrices of appropriate dimensions. These

matrices are chosen to emphasize specific directions in the input/output space. They

can also be chosen as functions of frequency, ω, to emphasize specific frequency bands.

In most cases the simple choices of ΓL = I and ΓR = I provide reasonable results.

The following optimization is a formal statement for the uncertainty set construction

problem:

min
G0,WL,WR

∫ ∞
0

h(WL,WR, ω) dω (4.4)

subject to: SA(G0,WL,WR) covers {Dk}k=1,...,K

The optimization is stated for additive uncertainty sets but a similar optimization

can be formulated using an input multiplicative uncertainty set. The following sec-

tion will describe a numerical algorithm to approximately solve the optimizations

for both uncertainty types using semidefinite programming (SDP) [54]. The use on

non-parametric uncertainty sets leads to a computationally tractable algorithm for

covering the FRD. The approach described in this chapter can be extended to other

frequency domain uncertainty sets including output multiplicative, inverse additive,

and inverse (input or output) multiplicative models [31,46].

It is worth noting that if the optimal nominal function, M0, is specified and held fixed

in the optimization then the results in [7, 49] can be used to construct WL and WR.

In particular, the algorithm described in [7] forms the basis for the Matlab function

ucover which constructs uncertainty set weights if the nominal model and the FRD

is given. A contribution of this chapter stems from developing an algorithm that

addresses the practical issues that arise in creating uncertainty models from FRD of

dual-stage actuator HDDs.

4.2 Numerical Algorithm

The constraint in Equation 4.4 can be reformulated in terms of a frequency-dependent

matrix inequality via the following lemma.
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Lemma 1 ([7]) Let SA(G0,WL,WR) be an additive uncertainty set (Equation 4.1)

defined by a nominal model G0 ∈ RLn×m
∞ and stable uncertainty weights WL ∈ RHn×n

∞

and WR ∈ RHm×m
∞ . In addition, assume WL and WR have stable inverses. Then any

Ḡ ∈ RLn×m
∞ satisfies Ḡ ∈ SA(G0,WL,WR) if and only if[

WLW
∗
L Ḡ−G0(

Ḡ−G0

)∗
W ∗

RWR

]
(jω) ≥ 0∀ω (4.5)

This is a minor variation of Theorem 1 in [7].

Based on Lemma 1 the optimization in Equation 4.4 can be approximated on the

frequency grid as:

min
M0,WL,WR

F∑
f=1

h(WL,WR, ωf ) (4.6)

subject to:[
WLW

∗
L Dk −M0

(Dk −M0)∗ W ∗
RWR

]
(jωf ) ≥ 0

f = 1, . . . , F and k = 1, . . . , K

where M0(jωf ) is the optimal nominal frequency response data defined on the same

frequency grid as Dk(jωf ). M0(jωf ) is used to design G0(s) further in the chapter.

The constraints and objective function involve product terms WLW
∗
L and W ∗

RWR. By

defining two new variables L := WLW
∗
L and R := W ∗

RWR, the optimization problem

can now be expressed as a finite-dimensional SDP in terms of these new variables:

min
M0,L,R

F∑
f=1

Tr[ΓLL+ ΓRR](jωf ) (4.7)

subject to:[
L Dk −M0

(Dk −M0)∗ R

]
(jωf ) ≥ 0

f = 1, . . . , F and k = 1, . . . , K

The decision variables in this optimization are the complex matrices L(jωf ), R(jωf ),

and M0(jωf ) defined at each frequency gridpoint. It is important to note that the

32



cost function and constraints contain no coupling across the frequency gridpoints.

Thus this optimization trivially decouples into F smaller SDP problems, one for each

frequency gridpoint. Furthermore, a set of complex matrix LMIs must be converted

into real matrix LMIs before a numerical solver such as LMILAB in MATLAB can

be used. The SDP can be transformed from complex matrices to real matrices using

a standard complex to real transformation for LMIs [55].

Equation 4.7 is a finite dimensional convex optimization that can be used to jointly

compute the optimal nominal model and the uncertainty weights defined on a fre-

quency grid. Many control design and analysis methods require a state-space or trans-

fer function model rather than simply the frequency response defined on a frequency

grid. Computational steps are described below to obtain state-space systems for the

nominal model and weights. The steps are described for SISO systems n = m = 1

and the extension to MIMO systems is discussed in Section 4.3.

1. Solve Equation 4.7 for {M0(jωf )}Ff=1, {L(jωf )}Ff=1, and {R(jωf )}Ff=1. This

decouples Equation 4.7 as F independent SDPs that can be solved with available

software, e.g. LMILab in Matlab.

2. A state-space model for the nominal dynamics G0(s) is fit to the optimal re-

sponse {M0(jωf )}Ff=1 obtained in Step 1. This can be done in Matlab using the

fitfrd function. The order of the state-space model is chosen by the user to

obtain a trade-off between model complexity and fitting accuracy.

3. The state-space model G0(s) obtained in Step 2 is substituted into Equation 4.7

and the optimization is resolved for {L(jωf )}Ff=1, and {R(jωf )}Ff=1. This can be

done in Matlab using the ucover function. Step 3 reconstructs the uncertainty

weights on the frequency grid to account for any error in fitting the state space

nominal model.

4. For SISO systems, L := |WL|2 and R := |WR|2. Hence the L(jωf ) and R(jωf )

obtained in Step 3 specify the magnitudes of the uncertainty weights required to

cover the experimental FRD. Stable, minimum phase transfer functions WL(s)

and WR(s) are constructed that satisfy |WL(s)| ≥
√
L(jωf ) and |WR(s)| ≥√

R(jωf ). This fitting step can be performed in Matlab using the fitmagfrd

function. Constructing the state-space weights in this fashion ensures that

SA(G0,WL,WR) will cover the data. Moreover, the set SA is unaffected by
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the phase of the uncertainty weights and hence the restriction to minimum

phase WL and WR is without loss of generality. Finally, the optimal additive

uncertainty model is given by SA(G0,WL,WR).

An input multiplicative uncertainty set can be constructed starting with the opti-

mization problem shown in Equation 4.4 with SA replaced by SM . The constraint

in this optimization can be equivalently expressed as a frequency-dependent matrix

inequality using Theorem 3 in [7]. This leads to a finite-dimensional optimization of

the form:

min
M0,WL,WR

F∑
f=1

f(WL,WR, ωf ) (4.8)

subject to:[
M0WLW

∗
LM

∗
0 Dk −M0

(Dk −M0)∗ W ∗
RWR

]
(jωf ) ≥ 0

f = 1, . . . , F and k = 1, . . . , K

It is important to note that nominal model appears as products with itself and the

left uncertainty weight in the upper left block of the matrix constraint. Hence this

optimization is not jointly convex in (M0,WL,WR) as written. As before the products

of the uncertainty weights can be handled by introducing the new variables L :=

WLW
∗
L and R = W ∗

RWR. Further introduce Q0 := M−1
0 and multiply the matrix

constraint on the left and right by diag(M−1
0 , I) and diag(M−∗

0 , I). This leads to the

following (convex) SDP problem:

min
Q0,L,R

F∑
f=1

Tr[ΓLL+ ΓRR](jωf ) (4.9)

subject to:[
L Q0Gk − I

(Q0Gk − I)∗ R

]
(jωf ) ≥ 0

f = 1, . . . , F and k = 1, . . . , K

The numerical steps to solve for the nominal model and uncertainty weights for the

input multiplicative model are essentially the same as those given above for the addi-

tive uncertainty model. The only additional detail is that the nominal model on the
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frequency grid {M0(jωf}Ff=1 is obtained by inverting the values of Q0(jωf ) computed

from the optimization.

4.3 Practical Issues

4.3.1 Incorporating Prior Knowledge

In many applications there is some prior knowledge regarding the nominal system

dynamics. For example the voice coil motor dynamics has a double integrator char-

acteristic, and the micro actuator has a second order high frequency roll off [56]. Let

P (s) ∈ RL∞ denote any known characteristics of the nominal model. This prior

knowledge is incorporated by constructing a nominal model of the form G0(s) =

P (s)T0(s) where T0(s) is the unknown component to be determined. To construct

the nominal model, first transform the experimental frequency responses {Dk}Kk=1

into equivalent frequency responses for the unknown component:

Tk(jωf ) = P−1(jωf )Dk(jωf )∀k, f (4.10)

Next, use the optimization method described previously to construct T0 and weights

such that the corresponding uncertainty set covers {Tk}Kk=1. The optimal nominal

model on the frequency grid M0(jωf ) is then given by multiplying the known and

unknown system components, i.e. M0(jωf ) = P (jωf )T0(jωf )∀f . Then the process

can continue on to step 2 listed in Section 1.2.

4.3.2 Limiting Magnitude of Nominal Model Derived From Multiplica-

tive Uncertainty Set

The uncertainty set optimization attempts to minimize the magnitude of the weights.

In some cases this formulation leads to impractical results for multiplicative uncer-

tainty sets. To illustrate the issue consider a SISO multiplicative uncertainty set

SM(G0,WL, 1). Systems in this set have the form G0(1+WL∆) where ‖∆‖ ≤ 1. Note

that this set can cover any collection of frequency responses by choosing the nominal

model to have sufficiently large magnitude and ‖WL‖ = 1. Thus an optimization to

construct the nominal model G0 and WL will never result in an uncertainty weight

that exceeds 1 in magnitude, i.e. 100% multiplicative uncertainty is an upper bound

on the optimal weight. The practical consequence is that the optimization will return
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a very large nominal model and an uncertainty weight of magnitude near 1 for any

frequency where the responses have ”large” spread. In particular, this will occur for

any frequency such that maxk,l |Dk(jωf )−Dl(jωf )| > 2. The optimization in Equa-

tion 4.9 can be modified to add one additional constraint that prevents the nominal

model from growing too large:

|Q0(jωf )| ≥ min
k
|Dk(jωf )−1| (4.11)

The crux of the issue is that the actual ”size” of the multiplicative uncertainty set

is |G0WL| and the posed optimization only attempts to minimize |WL|. It is not

possible to directly minimize |G0WL| in a computationally efficient manner as this is

a non-convex objective.

An alternative procedure to construct a multiplicative uncertainty set for a SISO

system is to first compute an additive uncertainty set and then compute the cor-

responding weights for a multiplicative model. For a SISO system the uncertainty

weights and nominal model are commutable and thus the additive uncertainty weight

and multiplicative uncertainty weight are related by,

WA = WMG0 (4.12)

where WA is the additive uncertainty weight and WM is the multiplicative uncer-

tainty weight. Typically the multiplicative uncertainty set is favored over additive

uncertainty set because it is more intuitive to visualize the uncertainty as a relative

error than an absolute error.

4.3.3 Application to MIMO Systems

The optimization technique described in the previous sections can be extended to

MIMO systems. Based on the type of uncertainty set the optimization is based on,

the input and output size of the uncertainty block will be different. For example a

two-input one-output system, like the HDD system, would have an uncertainty block

size of (1 × 2), (1 × 1), and (2 × 2) for additive, output multiplicative and input

multiplicative uncertainty set, respectively.

The different uncertainty block size indicates that the uncertainty of the system would

interact differently based on the type of uncertainty that is chosen. Again take a two-

36



input one-output system. The additive uncertainty model for this system would be

defined as,

G = G0 +WL∆WR

= G0 +WL

[
∆1 ∆2

] [WR1 0

0 WR2

]
= G0 +

[
WL∆1WR1 WL∆2WR2

]
(4.13)

While the input multiplicative uncertainty model would be defined as,

G = G0(I +WL∆WR)

= G0

(
I +

[
WL1 0

0 WL2

][
∆1 ∆2

∆3 ∆4

][
WR1 0

0 WR2

])

= G0

(
I +

[
WL1∆1WR1 WL1∆2WR2

WL2∆3WR1 WL2∆4WR2

])
(4.14)

It can be seen that the interaction of the uncertainty weights are different based on

the type of uncertainty block that is used. Therefore the optimal nominal that is

derived for a MIMO system will be different for each dynamic uncertainty type.

Another type of uncertainty block that could be used for a HDD system is a simpli-

fied version of the input multiplicative uncertainty where the uncertainty block is a

diagonal system such that,

G = GS

[
GV 0

0 GM

](
I +

[
WL1 0

0 WL2

][
∆1 0

0 ∆2

][
WR1 0

0 WR2

])
(4.15)

In this case, the optimal nominal model and uncertainty weight for the VCM and

MA can be derived as independent SISO systems because there are no off-diagonal

uncertainty terms.

Some simplifications are typically required in the state-space fitting steps to create a

MIMO nominal model. For example fitfrd in Matlab applies only for vector systems

(either one input or one output). Thus in the case of a MIMO system, one possible

method is to fit a state-space model to the data one column or one row at a time. This

method will naturally increase the order of non-vector MIMO system, thus utilizing
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some order reduction technique may be useful. For the MISO system like the HDD,

it is beneficial to fit the system as a vector system compared to modeling each input-

output pair as SISO systems to reduce the state order of the system. However to

achieve a good fit, each input-output pair of the system should share similar poles.

For the uncertainty weights the fitting process is simplified by restricting the weights,

a priori, to be diagonal.

4.4 Simple Numerical Example

In this example, a stable second order system with uncertainties in its natural fre-

quency and damping ratio is used to demonstrate the approach described in the

previous section. First a transfer function with uncertainty is defined as,

Gtrue(s) =
p2

s2 + 2ζsp+ p2
(4.16)

where ζ =[0.025, 0.1] and p =[3, 7]. In a real application the true underlying model,

specified here by Gtrue would not be known. The ”true” model is defined here to gen-

erate the FRD that is used in the proposed model uncertainty construction procedure.

An uncertainty set such as SA(G0,WL, 1) does not precisely capture the parametric

uncertainties that appears in the true model. Instead, SA covers (over approximates)

the parametric uncertainties. A parameterized form for the ”true” model is unknown

in some cases and hence the uncertainty set SA constructed using only input/output

data is still useful.

Experimental data {Dk}Kk=1 was simulated by taking K = 200 random samples of ζ

and p with a frequency grid containing 100 frequency points from ω1 = 10−1rad/sec to

ω100 = 102rad/sec. Since the magnitude difference between the different Dk(jωf ) was

too large, the nominal model was constructed using the LMI constraints for an addi-

tive uncertainty and then the multiplicative uncertainty weight for the M0(jωf ) was

constructed using the method described in section 4.3.2. A second nominal model was

created by taking the average of Dk(jωf ) and utilizing ucover to create the WL(jωf )

for this model. The following results are solutions based on the frequency grid, ωf ,

and no state-space fitting has been done to compare the two different methods without

additional steps. With 200 samples and 100 frequency points, the convex optimization

algorithm took roughly 65 seconds to run on a modern desktop on MATLAB. The

average of plant models is not necessarily a good method to design a nominal model
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for robust controller design, thus this example was created to show the advantage of

the optimal nominal FRD created from the LMI constraints.
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Figure 4.1: Bode plot of sampled models , optimal values and the mean .
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Figure 4.2: The minimum multiplicative uncertainty weight required to cover all sampled data for the optimal
nominal and the mean .

Figure 4.1 shows the Bode plot of {Dk(jωf )}k,f , the average of the data, and the

optimal FRD from the LMI method. Since there are uncertainties in both ζ and p

values, the frequency and magnitude of the peak are different for each sample. Since

only 1 peak exists for each Dk(jωf ), there are more FRD without a large peak at

some frequency ωf . Therefore the gain of the mean at ωf is naturally reduced by

data points without a peak at ωf . The LMI method finds a complex value at each

frequency that minimizes its distance from all of Dk(jωf ). Therefore the quantity of

Dk(jωf ) without a peak at ωf does not affect its gain. The phase of the FRD between

the two methods have different characteristics as well. The LMI method derives a
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FRD with phase around -90 degrees from 3 to 7 rad/sec, which is in the middle of the

different possible phases from -180 to 0 degrees. While the average model has a phase

that is influenced by the majority of the phase value and is closer to -45 degrees from

3 to 7 rad/sec. The differences in gain and phase between these two FRD results in

different optimal uncertainty weights as shown in Figure 4.2.
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Figure 4.3: The smallest circle required for the LMI method, , and the averaging method, , to cover the

sampled data points from the nominal point created by LMI method and averaging method at ω=5rad/sec

are shown.

It can be seen from Figure 4.2 that the gain of the uncertainty weight required for

the mean of Dk(jωf ) is greater than the uncertainty weight for the optimal FRD. For

a SISO system the LMI constraint finds a complex number at each frequency that

will require a circle with the smallest radius to cover all of the data points. This

point is exemplified in Figure 4.3, which shows a scatter plot of the simulated data,

two nominal data points, and the smallest circle centered at each of the nominal data

points required to cover all of the data points at ω =5 rad/sec. At this frequency

many of the data points has a small gain, and thus they are close to the origin. Due to
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the large number of points near the origin, the average of the data points is naturally

near the origin as well. However, one of the experimental data has a large peaks at

5 rad/sec and is represented by points at (-3,-12) and (-7,-6). These points need to

be contained by the circle to fully define the uncertainty of the system and thus the

average of the data points requires a much larger circle compared to the point derived

by the LMI method. The nominal point created by the averaging method requires a

circle with a radius of 11.5 to cover all of the data points, while the nominal point

created using the LMI method requires a circle with a radius of 7.0 to cover all of the

data. Compared to the average, the optimal nominal requires an uncertainty weight

with smaller gain to cover the FRD, which should result in a controller with better

performance.

4.5 Application of Optimization Method on HDD Data
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Figure 4.4: The Bode plot of the average of the data and the optimal FRD based on the LMI method .

The convex optimization method was used on the same FRD of the HDD that was

shown in Chapter 3. These results are based on the frequency grid solution, and

no state-space fitting has been done. The solution from the optimization problem is

compared to the average of the data as shown in Figure 4.4. It can be seen from the

Bode plot that the two FRDs are very similar and the similarity is also reflected in
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the required gain for the additive uncertainty weight as shown in Figure 4.5.
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Figure 4.5: The optimal additive uncertainty weight required to cover the data for the average of the data and the
optimal nominal model .

Figure 4.5 shows the optimal additive uncertainty weight for two of the methods.

Similar to the nominal FRD, there is a small difference between the two additive

uncertainty weights. It can be seen that the optimal uncertainty weight required for

the optimal FRD has a slightly less gain at all frequency compared to the optimal

uncertainty weight required for the average. Although for this data set there is a

small difference between the average of the data and the optimal FRD, the average

does not always guarantee an optimal uncertainty model as shown in the previous

section. The optimal FRD is designed based off of the metric of minimizing the

optimal uncertaint weight, and thus should be used over the average to guarantee

that there is less conservatism in the model design.

The optimization problem derives the optimal nominal FRD defined on ωf . As previ-

ously stated, most controller synthesis method typically requires a state-space model

or transfer function of the system. In Chapter 3, a simple method of modeling the

two actuators as separate SISO system was described. In the following sections other

methods of modeling the HDD system are described.
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4.5.1 Designing MISO Models

It is possible to model the HDD system as a MISO system. The benefit of this method

is that it can reduce the number of state orders required to model the system, which

in turn will reduce the state order of the controller. This method also models the

physical system more accurately as the VCM and MA are connected to each other.

A row vector state-space system can be fit to a MISO system using a function such as

fitfrd. To achieve a good fit the two systems must share common poles. Therefore

the system needs to be defined such that,

G0 = GS

[
GV 0

0 GM

]
, (4.17)

where GV ∈ RL(1x1)
∞ is the VCM model component, GM ∈ RL(1x1)

∞ is the MA model

component, and GS ∈ RL(1x2)
∞ is the model component shared between the VCM and

MA. The block diagram for this system is shown in Figure 4.6.

G0

uV CM - GV
-

uMA - GM
-

GS
- y

Figure 4.6: The block diagram of the HDD system using MISO state-space model.

The characteristic that is distinctly different between the VCM and the MA are the

second order roll offs, thus GV is a double integrator like characteristic, and GM is a

high frequency roll off. These components are divided out from their respective data.

Then the optimization algorithm from this chapter is used to find the optimal FRD,

MS, to create the optimal nominal model, GS. For this section, the optimal nominal

was based on an input multiplicative uncertainty weight with diagonal uncertainty

block as shown in Equation 4.5. With this type of uncertainty, the optimal nominal

model from Section 4.5 based on SISO system can be used as there are no off-diagonal

terms in the uncertainty block. A tenth order MISO state-space system was fit onto

the optimal FRD using fitfrd to derive GS. The resulting fourteenth order MISO

model is shown in Figure 4.7. By separating the second order roll off from the optimal

FRD, fitfrd is able to fit a state-space system well.
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4.6 Conclusion

A practical method of creating an uncertainty set from a set of experimental FRD

was presented in this chapter. The numerical algorithm was derived through defini-

tions of additive and input multiplicative uncertainty sets. Furthermore this method

was tailored to the practical application of robust controller synthesis for a dual-stage

actuator of a hard disk drive. A simple example was provided to show the benefits

of the optimization method compared to averaging the data. For this particular set

of experimental HDD FRDs, which included the HDD dynamics for sixteen drives

measured at six different temperature points, the optimization method provided min-

imal advantage over the averaging of the data. It is advisable, however, to use the

optimization method to guarantee that the conservatism of the uncertainty model

is minimized. In the next chapter, the temperature dependent models are designed

using the optimal nominal FRD.
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Chapter 5

Temperature Dependent Modeling

5.1 Introduction

One environmental factor that can affect the dynamic response of hard disk drive

(HDD) system is temperature. As the temperature of the system increases, the

natural frequency of the actuators decreases as the metal softens and its elasticity

increases. In Chapter 3, a method for designing a linear time invariant model was

shown using a set of frequency response data (FRD). This set of data was a collection

of frequency responses taken from different drives at various temperature points. In

this chapter, sets of FRDs are organized into different temperature points at which

the FRD was measured. Each set is used to design a temperature specific model, and

through these models, a temperature dependent model is created. In Chapter 6, tem-

perature dependent models of the VCM and MA will be used to design a temperature

dependent controller.

One assumption made in this chapter is that the temperature of the HDD is a slowly

varying parameter. This assumption is made because a HDD is typically used indoors

in a controlled environment where the temperature does not change rapidly. Based on

this assumption, the temperature dependent model is designed with no dependency

on the temperature rate of change. Thus the temperature dependent model that is

designed in this chapter is a parameterized LTI model, which is a special case of an

linear parameter varying (LPV) model.

One method of characterizing a nonlinear system that is dependent on certain pa-
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rameters is to design an LPV model. Typically an LPV model is defined such that,

ẋ = A(ρ(t))x+B(ρ(t))u (5.1)

y = C(ρ(t))x+D(ρ(t))u (5.2)

where ρ(t) is a parameter that depends on time. The value of ρ(t) is not known

ahead of time, however it is assumed that the system has a method of measuring the

parameter in real time [57]. LPV theory is a formalism of ad-hoc gain-scheduling

system which is used in various industrial applications. In aerospace engineering

research, aircraft systems have been characterized using LPV models to design an

LPV controller [58]. It is possible that some systems are simple enough that an

LPV model can be directly derived using existing models of the system [59–62]. For

example a transfer function of a mass spring system can be modified into an LPV

model by making the stiffness of the spring be dependent on a parameter such as

temperature. An LPV model can also be designed by deriving a nonlinear model of

the system and using Jacobian Linearizion at various trim points to create a state-

space model that is linear between different equilibrium points [63–66]. A nonlinear

system is expressed as an LPV model for the purpose of designing an LPV controller.

The experimental FRD is used to design a temperature dependent model with a

state order of six for the voice coil motor (VCM) and ten for the micro actuator

(MA). Using an accurate mathematical model of the HDD system would result in

a controller with large state-order that can not be implemented into the system.

As shown in Chapter 3, the robust controller is designed such that the MA system

has higher control effort at high frequency compared to the VCM. Therefore the

MA model is designed to characterize more high frequency modes than the VCM

model. In this chapter, the method of designing a temperature dependent model

is demonstrated using the experimental FRD of the MA system, however the same

method was applied to both the VCM and the MA. The available experimental FRDs

for the VCM and MA were organized into sets of data according to the temperature at

which they were measured. The convex optimization method described in Chapter 4

is used to design an optimal nominal FRD at each temperature point. Then state-

space models are designed for each temperature point using a method that keeps

their states consistent. The states must be kept consistent such that the state-space

matrices can be linearized. Specifically a linear fit of the state-space matrices are

used to create the temperature dependent model.
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5.2 Problem Formulation

The problem formulation assumes that a collection of n × m frequency responses

are obtained at lth temperature point (l = 1, . . . , L) from input/output experi-

ments. The kth experimental dataset (k = 1, . . . , K) consists of the complex FRD

Dk(Tl) := {Dk(jω1, Tl), . . . , Dk(jωF , Tl) ⊂ C2×1} defined on a common grid of fre-

quencies {ωf}f=1,2,...,F ⊂ R. This data can be easily and efficiently computed for

many drives in the HDD application using a basic sinusoidal frequency sweep inside

a temperature chamber.

Figure 5.1 and 5.2 shows the Bode plot of the experimental FRD from multiple HDD

at internal temperatures of 16.3◦C and 59.6◦C. The first several modes occur from

normalized frequency from 350 to 600 as indicated by the black dotted lines. As stated

earlier, the natural frequency of the modes decreases as the temperature increases and

the damping ratio changes as well. Temperature specific models are designed for the

VCM and MA using these experimental FRDs.
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Figure 5.1: The experimental FRD of HDD data at 16.3◦C, , and 59.6◦C for the VCM. The range from
frequency of 350 to 600 is where the first several high frequency modes occur, .
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Figure 5.2: The experimental FRD of HDD data at 16.3◦C, , and 59.6◦C, , for the MA. The range from
frequency of 350 to 600 is where the first several high frequency modes occur, .

5.3 Temperature Dependent Modeling

A temperature dependent model is defined as,

ẋ = A(T )x+B(T )u (5.3)

y = C(T )x+D(T )u

where T is the temperature and the state-space matrices are linearly dependent on

temperature such that

A(T ) = A0 + (T − T0)A1, (5.4)

where T0 is a reference temperature point, and A0 and A1 are constant matrices. Since

it is assumed that the temperature is a slow varying parameter, the temperature rate

of change is neglected in this model. The reference temperature point was selected

as T0 = 16.3◦C. This is the lowest temperature at which experimental FRD was

measured.

5.3.1 Benefits of Temperature Dependent Modeling For HDD System

Experimental FRDs were collected for the VCM and MA on 16 different HDDs at

chamber temperature of {5, 15, 25, 35, 45, 55}◦C. This yields a total of 72 frequency

responses (6 temperatures × 16 drives). These chamber temperatures corresponded
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to internal HDD temperature of {16.3, 20.9, 30.6, 40.1, 50.0, 59.6}◦C, which were mea-

sured through the HDD’s internal sensor. Each temperature point corresponds to

the index l as shown in Table 5.1. Using the method from Chapter 4, an optimal

l 1 2 3 4 5 6
Chamber Temperature (◦C) 5 15 25 35 45 55
Internal Temperature (◦C) 16.3 20.9 30.6 40.1 50.0 59.6

Table 5.1: The temperature of the HDD for index l.

nominal FRD, MTl
(jωf ) was derived for the HDD at each temperature point. Then

using the optimal FRD, the optimal additive uncertainty weight required to cover

the uncertainty of the system was derived. The additive uncertainty weight for a

SISO system represents the longest distance from the nominal model to the set of

experimental data. In other words, they represent the size of the uncertainty at each

frequency point.

Figure 5.3, shows the optimal additive uncertainty weight, Wopt(M,Dk, ωf ), based on

temperature independent and temperature specific optimal nominal FRD, MTind
(jωf )

and MTl
(jωf ) respectively. The frequency was normalized by some value for propri-

etary reasons. The first several modes of the VCM and MA systems occur in the

normalized frequency of 350 to 600, as shown in the dotted black lines in Figure 5.3.

It can be seen that the required uncertainty weight can be reduced using tempera-

ture dependent models. At a normalized frequency of 400, the optimal uncertainty

weight gain is about 10 dB less for the temperature specific systems from 16.3◦C

to 30.6◦C. At a normalized frequency of 500, the optimal uncertainty weight gain is

about 5dB less for the temperature specific systems from 20.9◦C to 59.6◦C. Figure 5.3

shows that it is possible to design a temperature dependent model that can reduce

the uncertainty of the system at the frequency of first several high frequency modes.

In this chapter, temperature specific models are created based on the experimental

FRD which was collected at six different temperature points. The temperature spe-

cific models are created to specifically reduce the uncertainty at the frequency from

350 to 600, where the first several high frequency modes occur. Then the temperature

dependent model is designed based off these temperature specific models.
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Figure 5.3: The optimal uncertainty weight for optimal MA FRD, for temperature independent system, MTind
(jωf ),

and temperature dependent system, MTdep
(T, jωf ), . The range from frequency of 350 to 600 is where the first

several high frequency modes occur, .
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5.3.2 Method

An assumption was made such that the natural frequency and the damping ratio of

the high frequency modes changes linearly with temperature. A temperature specific

model, GTl
(s), is designed at each temperature point. Then linear regression is used

to design the linear dependent state-space matrices using the state-space matrices

from GTl
(s). As shown in Equation 5.3, the linear dependent state-space matrices is

used to create the temperature dependent model, GTdep
(s, T ).

For this method to be valid, each temperature specific model, GTl
(s), must follow

certain restrictions. The state-order of each GTl
(s) must be kept the same, and every

state of GTl
(s) must be kept consistent across all temperature points. In other words,

the states for each state-space realization of GTl
(s) must hold the same physical in-

terpretation for all temperature points. If the states are not consistent between the

temperature specific models, the state-space matrices will not be linearly interpo-

latable. The method described in this chapter identifies the high frequency modes

that exists at each temperature point with a slightly different natural frequency and

damping ratio. Second order state-space fits are used to model these high frequency

modes, such that GTl
(s) can be constructed as a series of second order state-space

systems to maintain consistent states.

For each, lth temperature point a nominal model, GTl
(s) is designed by multiplying a

series of second order systems, L(s), and Hn(s), (n = 1, ..., N) with a specific state-

space realization. A second order system, L(s), is the same at all temperature points,

while Hn(s, T ) is unique at each temperature point for all n. For sake of simplicity

although Hn(s, T ) is dependent on temperature it is not explicitly denoted in the

following sections. For the VCM, L(s) is a double integrator or low frequency pair

of poles, and for the MA, L(s) is a high frequency pair of poles. A second order

state-space system, Hn(s), is created by fitting a second order state-space system to

the dth component of the optimal FRD, MTl
(jωf ). The Hn(s) is then converted into

a second order transfer function of the form,

Hn(s) =
a2,ns

2 + a1,ns+ a0,n

s2 + b1,ns+ b0,n

(5.5)
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then a controllable canonical realization of this transfer function is defined as:

Hn(s) =

[
AHn BHn

CHn DHn

]
=

 0 1 0

−b0,n −b1,n 1

a0,n − a2,nb0,n a1,n − a2,nb1,n a2,n

 (5.6)

The second order roll off, L(s), is defined such that,

L(s) =
a0,L

s2 + b1,Ls+ b0,L

(5.7)

and the same state-space realization that is used for Hn(s) is used for L(s). The

step by step method of designing Hn(s), then GTl
(s), and ultimately the temperature

dependent model GTdep
(s, T ) is described next.

The following steps are taken to construct the temperature dependent model.

1. The optimal nominal FRD, MTl
(jωf ) is derived for each temperature point

using the convex optimization method described in the previous chapter.

2. Divide out L(s) from each lth MTl
(jωf ). The state-space system L(s) is assumed

to be part of the system at all temperature points. For the VCM system L(s)

is a pair of low frequency poles and for the MA system L(s) is a pair of high

frequency poles.

3. For the dth second order fit isolate the frequency of MTl
(jωf )/L(jωf ) from

f = [fn, f̄n] corresponding to a mode of interest.

4. Fit a second order system, Hd(s), to {MTl
(jωf )/L(jωf )}f̄nf=fn

using a function

such as fitfrd on MATLAB.

5. Divide out the second order fit, Hd(s), from the optimal FRD,MTl
(jωf )/L(jωf ).

6. Repeat step 3-5 until the desired number, N , of second order system is designed.

7. Define, GTl
(s) such that GTl

(s) := L(s)
∏D

d=0Hn(s) where the product of the

state-space system is done using the same state-space realization for each Hn(s)

and L(s).

8. Find a linear temperature dependent fit for each state-space matrices using Al,

Bl, Cl, and Dl to design A(T ), B(T ), C(T ), and D(T ).

52



9. Construct state-space system GTdep
(s, T ) from A(T ), B(T ), C(T ), and D(T ).

These steps are illustrated by a series of figures using the experimental FRD data for

the MA. Figure 5.4 shows the optimal FRD, MT3(jωf ) of the MA data at 30.6◦C and

the experimental FRD, {Dk(jωf , T3)}Kk=1.
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Figure 5.4: The FRD of HDD data at 30.6◦C, , and the optimal FRD at 30.6◦C, .

First the high frequency roll off, L(jωf ), is divided out fromMT3(jωf ). ThenMT3(jωf )/L(jωf )

is isolated from the normalized frequency of ωf1 = 60 to ωf̄1
= 427 as shown in Fig-

ure 5.5.

102 103
−20

−10
0

10

N
or

m
al

iz
ed

G
ai

n
(d

B
)

102 103
−720
−540
−360
−180

0

Normalized Frequency

P
h
as

e
(D

eg
)

Figure 5.5: The optimal FRD, {MT3
(jωf )/L(jωf )}Ff=1, , and the same FRD isolated from the normalized frequency

of ωf1 = 60 to ωf̄1
= 427 .
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Then a second order state-space system, H1(s) is fit onto the isolated FRD using

fitfrd from MATLAB as shown in Figure 5.6.
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Figure 5.6: The MT3
(jωf )/L(jωf ), , and the second order fit H1(s), .

H1(s) is divided out from MT3(jωf )/L(jωf ), and the next mode of interest from

ωf2 = 60 to ωf̄2
= 497 is isolated as shown in Figure 5.7. The first two modes have

very similar natural frequency, and thus ωf̄2
is similar to ωf̄1

.
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Figure 5.7: The {MT3
(jωf )/(L(jωf )H1(jωf ))}Ff=1 , and the same FRD with the second mode of interest isolated

from ωf2 = 60 to ωf̄2
= 497 .

These steps are done up to D = 4 to form a tenth order state-space system. The

normalized frequency that was isolated for each second order fit at T3 = 30.6◦C and

the corresponding second order state-space fit is shown in Table 5.2.

The GT3(s) is then constructed by multiplying a series of second order systems Hn
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d ωfa ωf̄b Hn

0 25 1859
1.93e7

s2 + 8800s+ 1.93e7

1 60 427
1.45s2 + 172.5s+ 2.98e5

s2 + 81.08s+ 1.84e5

2 60 497
0.99s2 + 13.66s+ 2.18e5

s2 + 9.33s+ 2.18e5

3 492 583
0.87s2 + 28.24s+ 2.77e5

s2 + 13.39s+ 3.13e5

4 60 804
1.04s2 + 119.4s+ 5.77e5

s2 + 40.61s+ 5.19e5

Table 5.2: The isolated frequencies and the second order system for each Hn.

such that,

GT3 = L(s)
4∏

d=0

Hn (5.8)

where each product has the state-space realization,

H1(s)H2(s) =

 AH1 BH1CH2 BH1DH2

0 AH2 BH2

CH1 DH1CH2 DH1DH2

 (5.9)

The same high frequency modes are modeled using second order systems for all tem-

perature points. By multiplying the second order systems using the same state-space

realization, the states can be kept consistent between each temperature points.

Figure 5.8 shows the resulting model for the MA at T3 = 30.6◦C. The last two major

peaks that were not modeled will be characterized by the uncertainty weight in the

next chapter. By closely modeling the optimal nominal FRD, the required uncertainty

weight gain will be minimized at each temperature point.
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Figure 5.8: The optimal FRD, MT3
(jωf ), , and the state-space system GT3

(s) constructed from Hn(s), .

5.3.3 Constructing Temperature Dependent Models

Once GTl
(s) is designed at each temperature point a linear fit is done on each state-

space matrices to create the temperature dependent system of the HDD. An example

of a linear fit is shown in Figure 5.9 for the (1,3) entry of the A matrix. Since the

state-space matrices are not perfectly linear, each state-space matrix entry does not

lie on the linear fit. Using these linear fits, a temperature dependent model GTdep
(s, T )

0 5 10 15 20 25 30 35 40
0.4

0.6

0.8

1

1.2

·107

dT

A
(1

,
3)

Figure 5.9: The linear fit, , of the (1,3) entry of the A matrix based on the state space system designed at each
temperature point, .

is constructed as,

GTdep
=

[
A0 + (T − T0)A1 B0 + (T − T0)B1

C0 + (T − T0)C1 D0 + (T − T0)D1

]
(5.10)

The temperature dependent MA model, GTdep
(s, T3), is compared to GT3(s) in Fig-

ure 5.10. As seen in the linear fit, the state-space matrices are not perfectly linear,

and thus there are some differences between GTdep
(s, T3) and GT3(s). The differences
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are not significant and the optimal uncertainty weight required for the two models

are similar.
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Figure 5.10: Temperature dependent model at 30.6◦C, GTdep
(30.6, s), , and the model designed at 30.6◦C,

GT3 (s), .

5.3.4 Comparison with Temperature Independent Model

In Chapter 6, the temperature dependent model designed in this chapter is used to

design a temperature dependent controller. As shown in the beginning of the chapter

and Figure 5.12, it is possible to design a model that requires an additive uncertainty

with reduced gain by limiting the scope of the experimental data set to specific

temperatures. Using the temperature dependent nominal model, the bandwidth of

the closed loop system can be increased for these reasons. The temperature dependent

nominal model reduces the uncertainty at the normalized frequency from 350 to 600

compared to the temperature independent nominal model. It also characterizes the

high frequency modes of the actuator dynamics more accurately than the temperature

independent nominal models.

Figure 5.11 shows the tenth order temperature dependent and independent nominal

models for the MA at six different temperature points. As it can be seen, the natural

frequency and damping ratio of the temperature dependent models change as the

temperature changes. This allows the uncertainty of the system to decrease.

The minimum uncertainty weight gain required to cover the experimental FRD for
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Figure 5.11: The temperature independent, , and dependent, , model of the MA used for the control
design.

the temperature independent and dependent models at six different temperatures are

shown in Figure 5.12. The temperature independent model from Chapter 3 was used

for this comparison.
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Figure 5.12: The optimal uncertainty weight for temperature independent MA model, GTind
(s), , and temperature

dependent MA model, GTdep
(s, T ), . The range from frequency of 350 to 600 is where the first several high frequency

modes occur, .
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From Figure 5.12, there are various observations that can be made between the tem-

perature dependent and independent nominal models. The bode plot of the optimal

uncertainty weight shows that there are frequencies at which the temperature indepen-

dent model seems to have lower uncertainty compared to the temperature dependent

model. Therefore the area underneath the optimal weight, as shown in Table 5.3,

was used as a metric to show the reduction of overall uncertainty from normalized

frequency of 350 to 600. This metric was chosen because it represents the overall

reduction in uncertainty within the frequencies of interest.

Overall the temperature dependent model was able to reduce the overall uncertainty

from the normalized frequency of 350 to 600. The uncertainty was reduced the least at

16.3◦C with the most reduction occurring at 30.6◦C. Furthermore, the temperature

dependent models better characterize the frequency shifting of the high frequency

modes compared to the temperature independent model. Although the reduction in

the uncertainty of the system using a temperature dependent model seems small, the

modern HDD system already pushes the limits of performance. Thus any improve-

ments to the HDD controller system is beneficial for the system.

T 16.3◦C 20.9◦C 30.6◦C 40.1◦C 50.0◦C 59.6◦C Tind
Area 277 225 214 223 263 271 308

Table 5.3: The area under the optimal weights from normalized frequency of 350 to 600 for temperature specific
models and temperature independent model.

For frequency below 350, the temperature dependent model has greater uncertainty

compared to the temperature independent system, however the optimal uncertainty

weight gain is less than -10dB below frequency of 350. It was shown in Chapter 3 that

the actuator weight for the MA is designed such that the control effort for the MA is

reduced at low frequency and increased at high frequency. Therefore this difference

in uncertainty at low frequency does not significantly affect the control design.

The uncertainty for both the models continue to increase past the normalized fre-

quency of 600. The controller has to roll off past normalized frequency of 600 to

robustly stabilize the closed loop system. Thus at high frequency, the difference in

the uncertainty past this frequency does not significantly affect the performance of

the controller. By lowering the required uncertainty weight near the first several

high frequency mode of the MA system, it will be shown that a higher bandwidth
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controller can be designed in the Chapter 6.

5.4 Conclusion

In this chapter a method to construct a temperature dependent model of the HDD

system was shown under the assumption that the temperature was a slow varying

parameter. Actuator nominal models with consistent states were designed at each

temperature point to design a temperature dependent nominal model. By designing

a temperature dependent nominal model, the optimal uncertainty weight at the first

several modes was reduced. The method described in this chapter is also useful for

designing a slow varying parameter dependent models for other systems based on their

experimental FRD. The temperature dependent nominal model that was designed in

this chapter will be used to design a temperature dependent controller in Chapter 6.
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Chapter 6

Temperature Dependent Robust

Controller

6.1 Introduction

The controller designed for hard disk drives (HDDs) must be robust to different HDDs

of the same product, and varying temperature. As described in Chapter 5, changes in

temperature affect the elastic property of the actuator, and alter the natural frequency

and damping ratio of the high frequency modes. In Chapter 3, a linear time invariant

(LTI) robust controller was designed using a standard D-K synthesis method. Using

the experimental frequency response data (FRD), that was provided by Seagate, an

LTI uncertainty model of the system was designed for the robust controller design.

The experimental FRD was measured from sixteen different HDDs at six different

temperature points. In this chapter, using the same set of experimental data, a

temperature dependent controller is designed and compared to the LTI controller

designed from Chapter 3. The goal of the temperature dependent controller was

to increase the bandwidth of the closed-loop sensitivity while maintaining its low

frequency and peak gains.

There are existing techniques for designing and implementing linear parameter vary-

ing (LPV) controllers. One such type of LPV controller is the gain-scheduled con-

troller. In general, a gain-scheduled controller is implemented by varying the con-

troller coefficients based on the current value of the measured parameter. These

controller coefficients could be a coefficient of a transfer function, or entire state-
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space matrices of the gain-scheduled controller [67–69]. Gain scheduled controllers

have been implemented for autopilot systems for missiles [70], VSTOL aircraft [71],

and automobile engines [72] in the past. The advantage of gain scheduling is that the

controller can be designed using existing linear control design methods and extended

to design a LPV controller. There are various methods of designing a gain-scheduled

controller, and therefore the proper method must be developed and used based on

the constraints and assumptions of the given problem.

As stated in Chapter 5, it is assumed that the temperature of the HDD system is a slow

varying parameter, therefore the rate of change of the temperature is negligible. There

are several constraints present for designing a controller for HDD systems. There is

a limited data storage available to store the state-space system of the controller.

Therefore the controllers can not take up arbitrary memory, which means that a

large number of state-space matrices can not be stored. Furthermore HDDs have a

short product cycle of two to three years and a significant amount of time can not

be spent tuning robust controllers. The interconnected model required to design a

high performance controller reaches a state order of over 50 for the HDD system, and

thus a computationally efficient method must be chosen to design its controller. Any

methods that would require days of computation to design a controller would not be

applicable for HDD systems. Finally, the method needs to be able to design a robust

controller by taking into account the uncertainty of the system. In summary, the

temperature dependent controller for the HDD system must not require a large storage

space, require small computation time to design, and be robust to uncertainties.

There are various methods of designing a gain-scheduled controller. One method

requires solving a set of linear matrix inequalities to find an optimal LPV controller

for a given system [68, 73–76]. These LPV controllers take into account the rate of

change of the parameters as well, which the HDD controller does not require. The

size of the linear matrix inequalities scale with the state-order of the interconnected

model. Thus for a HDD system with more than 50 state orders, currently, it would

take a significant amount of computation time to solve these optimization problems.

Another design method is to linearize the pole-zero mapping of the controllers [77–80].

These interpolation methods, however require the user to manually align the poles

and zeros of the controller, which again is inefficient for a system with more than

50 states. There are also ad-hoc methods that have been used in the past, such

as interpolating the solutions of the Riccatti equations from H∞ synthesis to design
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a linearly interpolatable controller [70]. Another method linearly interpolates the

state-space matrices of a balanced controller realization to design a gain-scheduled

controller [71].

Due to the assumptions and constraints of the HDD problem, an ad-hoc approach

has been chosen and developed to design the temperature dependent controller. By

using a D-K synthesis like method, as shown in Chapter 3, a robust controller that is

linearly interpolatable as a function of temperature was designed using the tempera-

ture dependent nominal models that were constructed in Chapter 5. As H∞ synthesis

is the foundation for constructing the controller, a controller can be designed with

relative quickness by solving an Algebraic Riccatti Equations compared to methods

based on solving a set of linear matrix inequalities. The temperature dependent con-

troller was validated through the use of experimental FRDs and by implementing the

controller for a fixed temperature point into a real HDD. After the results section,

the H∞ synthesis method is closely examined to describe the conditions that are re-

quired for the controllers to be linearly interpolatable. Most of the information of H∞

synthesis is derived from Zhou’s textbook to validate the interpolation method [31].

6.2 Problem Formulation

The problem formulation assumes that a temperature dependent model, GTdep
(s, T ) ∈

RH(2x1)
∞ , was designed from a collection of n × m frequency responses measured at

the lth temperature point Tl (l = 1, . . . , L) derived from input/output experiments.

The kth experimental dataset (k = 1, . . . , K) consists of the complex FRD, Dk(Tl) :=

{Dk(jω1, Tl), . . . , Dk(jωF , Tl) ⊂ C2×1}, defined on a common grid of frequencies,

{ωf}f=1,2,...,F ⊂ R. This data can be easily and efficiently computed for many drives

in the HDD application using a basic sinusoidal frequency sweep inside a temperature

chamber. For the results shown later, there were sixteen experimental dataset for six

different temperature points for a total of ninety-six datasets.

Consider the robust synthesis problem for an uncertain temperature dependent sys-

tem, P (s, T ) as shown in Figure 6.1. It will be shown later that P (s, T ) is an intercon-

nected model created using the temperature dependent nominal models, GTdep
(s, T ),

uncertainty, actuator, and performance weights. The uncertain temperature depen-

dent interconnected model is described by an open-loop temperature dependent sys-

tem, P (s, T ), and an uncertain LTI dynamic, ∆. The objective is to synthesize a
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temperature dependent controller, K(s, T ), to minimize the robust performance of

the closed-loop system at each Tl:

inf
K(s,Tl) stabilizing

‖FL(P (s, Tl), K(s, Tl))‖∞ (6.1)

For the HDD controller problem, it will be shown that by minimizing the gain of

FL(P (s, Tl), K(s, Tl)) for each l, the temperature dependent controller will provide

similar robust performance for all T from T1 to TL.

∆
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v

e

y

w

d

u

-

�
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�
�
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Figure 6.1: Uncertain temperature dependent robust synthesis problem.

6.3 Temperature Dependent Robust Controller

Experimental FRD of sixteen different HDDs were measured at six different tem-

perature points. Table 6.1 shows the temperature points at which the experimental

FRDs were collected. Based on these experimental FRDs, the temperature dependent

nominal models were designed using the method described in Chapter 5. With the

temperature dependent nominal models and the experimental FRDs, the uncertainty

weights for the system were created. Furthermore the same experimental FRDs were

used to simulate the open-loop and closed-loop sensitivity of the HDD system.

l 1 2 3 4 5 6
Chamber Temperature (◦C) 5 15 25 35 45 55
Internal Temperature (◦C) 16.3 20.9 30.6 40.1 50.0 59.6

Table 6.1: The temperature of the HDD for index l.

6.3.1 Method

The fully interconnected model design for the HDD system is shown in Figure 6.2.

From the figure, GV (s, T ) and GM(s, T ) are the temperature dependent nominal
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Figure 6.2: The interconnected model used to design a robust controller, K(s)

models for the VCM and MA, respectively. WAv and WAm are the actuator weights

for the VCM and MA, respectively. The W1V and W1M are the output multiplicative

uncertainty weight for the VCM and MA, respectively. W2V and W2M are the input

multiplicative uncertainty weights for the VCM and MA, respectively. The methods

used to design the uncertainty, actuator, and performance weights were the same as

the method described in Chapter 3 and the relevant MATLAB functions are listed in

Appendix A.

Once the temperature dependent interconnected model is designed, the D-K iteration

can be used at a single temperature point, Tl, to derive a D-scale for all temperature

points. For this case, the highest available temperature point was used to derived

the D-scale. All of the weights and the D-scale are designed as LTI systems, and

therefore the only temperature dependent components are the nominal models. Once

the D-scale is derived, H∞ synthesis is used to construct a robust controller at each

of the experimental temperature points. The temperature dependent controller is

implemented by linearly interpolating the state-space matrices of the controller as

a function of temperature. In this chapter, the lowest and highest experimental

temperature points (16.3◦C and 59.6◦C) are used as references for the gain-scheduling.

While the controllers designed at four other temperature points (20.9◦C, 30.6◦C,

40.1◦C and 50.0◦C) are used to validate the gain-scheduled controller.

The following steps are taken to design a temperature dependent controller,

1. Design temperature dependent nominal models GV (s, T ) and GM(s, T ) for the
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VCM and MA.

2. Design temperature independent uncertainty weights, W1V , W2V , W1M and W2M

to characterize the uncertainty of the system.

3. Design temperature independent actuator weights, WAV
(s) and WAM

(s) to de-

fine the desired actuator effort for the VCM and MA at different frequencies.

4. Design the performance weight, Wp(s) to define the desired loop shape of the

closed-loop sensitivity.

5. Convert continuous models and weights into discrete systems.

6. Construct a discrete temperature dependent interconnected model, P (z, T ) us-

ing the temperature dependent nominal models, uncertainty weights, perfor-

mance weights, and actuator weights.

7. Run D-K synthesis at, Tl for some l, to derive a LTI D-scale, Dscale(z), that will

be used to design a robust temperature dependent controller.

8. Run H∞ synthesis on Dscale(z)P (z, T )Dscale(z)−1 at T = Tl from (l = 1, . . . , L)

to design temperature specific controllers KTl
(z) at all l.

9. The state-space matrices of temperature dependent robust controller, Kdep(z, T )

are defined as a linear interpolation of the state-space matrices of KT1(z) and

KTL
(z) as a function of T .

10. Validate the controller design by comparing the linearly interpolated controller

Kdep(z, T ) against the controller, KTl
(z).

11. Further validate the controller by implementing the controller Kdep(z, T ) into a

HDD for some T .

The temperature dependent controller is defined as,

xk[n+ 1] = Ak(T )xk[n] +Bk(T )y[n] (6.2)

u[n] = Ck(T )xk[n] +Dk(T )y[n]

where T is the temperature and the state-space matrices are linearly dependent on T

such that

Ak(T ) = Ak1 + (T − T1)AkL , (6.3)
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where T1 is a reference temperature point, corresponding to l in Table 6.1, and Ak1

and AkL are the state matrices from the controller designed at T1 and TL, respectively.

Since it is assumed that the temperature is a slow varying parameter, the temperature

rate of change is neglected by this controller. The described method is not valid for

most parameter dependent system as the controllers designed from H∞ synthesis

are typically not linearly interpolatable. For a special case, however, the controllers

designed from H∞ synthesis are linearly interpolatable, and these conditions will be

described in the later section.

The gain-scheduled controller is validated in several ways. First, the control effort of

the gain-scheduled controller, K(z, T ) is compared to the temperature specific con-

trollers, KTl
(z). Second, the temperature dependent controller and the experimental

FRD were used to simulate the open-loop and closed-loop sensitivity of the system.

Lastly, the temperature dependent controller was implemented on a HDD to validate

its performance on a real system.

6.4 Results

In this section, the results from each step of the construction of the temperature

dependent controller are shown.

6.4.1 Temperature Dependent Nominal Models

The temperature dependent nominal models were designed using the method de-

scribed in Chapter 5. Figure 6.3 and Figure 6.4 show the Bode plots of the tem-

perature independent and dependent VCM and MA models, respectively, at each Tl.

The LTI and temperature dependent VCM models are both sixth order systems. The

MA models are tenth order systems for both the LTI and temperature dependent

nominal models. It can be seen that the frequency response dynamics of the temper-

ature dependent model changes as the temperature changes, while the temperature

independent model does not. The temperature dependent model was designed to

minimize the uncertainty of the system at each temperature point while the temper-

ature independent model was designed to minimize the uncertainty of the system for

all temperature point.

Figure 6.5 and Figure 6.6 compare the high frequency modes for the VCM and MA,

respectively, at 16.3◦C and 59.6◦C. The end points of the experimental temperature
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Figure 6.3: The temperature independent, , and dependent, , nominal model of the VCM used for the
temperature dependent and independent controller design.

points were chosen to illustrate the difference in the frequency response of both the

models as temperature changes. It can be seen from Figure 6.5 that the natural

frequency of the high frequency modes decreases as the temperature increases. The

changes in the damping ratio can be seen from the high frequency mode that occurs

near the normalized frequency of around 500 in Figure 6.6. The peak of the mode

at 16.3◦C has a gain of around -5dB, while the gain of the peak at 59.6◦ is about
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Figure 6.4: The temperature independent, , and dependent, , nominal model of the MA used for the
temperature dependent and independent controller design.

3dB. Both the natural frequency and damping ratios change as the temperature of

the system changes.
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Figure 6.5: The temperature dependent model of the VCM at 16.3◦ and at 59.6◦C .
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Figure 6.6: The temperature dependent model of the MA at 16.3◦ and at 59.6◦C .
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6.4.2 Uncertainty Weights

Once the temperature dependent nominal models are designed, the uncertainty weights

are designed to create temperature dependent uncertainty models of the HDD. The

purpose of the uncertainty weight with the experimental FRD is to capture the largest

difference between the nominal model, and the set of experimental data from which

the model was designed from. The uncertainty weights were modeled as LTI systems

to keep the states of the interconnected model consistent across temperature.

The multiplicative uncertainty set, SM , for a SISO system is defined as [31],

SM := {(1 +WL∆WR)G0,∆ ∈ RL∞, |∆|∞ ≤ 1} (6.4)

The goal is to design uncertainty weights WL(s) and WR(s) such that all Dk(jωi, Tl)

exists within the set while minimizing the size of SM . The uncertainty weights for the

VCM and MA are designed independently and thus the following steps are repeated

for each component. Since the uncertainty weights are designed for SISO systems,

the uncertainty weight can first be designed as a single state-space system where

W (s) = WL(s)WR(s). The initial step is to derive optimal uncertainty weights based

on the temperature dependent model Gdep(s, Tl) and Dk(jωf , Tl) for all l. A func-

tion called ucover on MATLAB can be used to derive optimal uncertainty weight,

Wopt(Gdep, Dk, jωf , Tl), for the temperature dependent model at each Tl [7].

Then a non-minimum phase fitting method, such as fitmagfrd on MATLAB, is used

to create a state-space model based on Wopt(Gdep, Dk, ωf , Tl). For this chapter, an

iterative fitting method using a manually designed frequency response data which

over bounds Wopt(Gdep, Dk, ωf , Tl) was used to create the uncertainty weights. This

method is described in Chapter 3 and the MATLAB code for it is shown in Ap-

pendix A. Figure 6.7 show the uncertainty weights that were designed for the VCM

and the optimal uncertainty weights derived from ucover. The same VCM uncer-

tainty weight was used for both the LTI and temperature dependent model as the

optimal uncertainty weight required for both models were similar.

Figure 6.8 shows the MA uncertainty weight that was designed, and the optimal

uncertainty weights created by ucover from MATLAB. It can be seen that for a tem-

perature dependent model, a smaller gain is required for the MA uncertainty weight

from 200 to 500 normalized frequency. Another benefit, which will be demonstrated
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later in the chapter, is that the temperature dependent nominal models characterize

the high frequency modes of the actuator dynamics more accurately than the temper-

ature independent nominal models. The temperature independent nominal models

are essentially an average of the system across various temperature points and thus do

not capture the transition of the high frequency modes as the temperature changes.
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Figure 6.7: The VCM uncertainty weight for temperature independent system and temperature dependent
system . The and are the optimal uncertainty weight for the given models.
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Figure 6.8: The MA uncertainty weight for temperature independent system and temperature dependent
system . The and are the optimal uncertainty weight for the given models.

6.4.3 Actuator Weights

The actuator weights are used to define a relative control effort desired by the VCM

and MA at different frequencies. Typically, it is desired for the MA to have higher

controller effort at high frequency as the VCM has lower actuator bandwidth com-

pared to MA [9]. The VCM actuator weight is a constant gain while the MA actuator

weight is designed to be a low pass filter. Figure 6.9 shows the actuator weights for the

VCM and MA that were used to design the temperature dependent interconnected

model. It can be seen that the actuator effort for the MA quickly ramps up past the

normalized frequency of 4 at about −50 dB/Dec. The large slope is used to rapidly

increase the control effort from the MA as the frequency increases.
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Figure 6.9: The actuator weights used for VCM and MA for temperature dependent and independent controller
design.

6.4.4 Performance Weight

The same method described in Chapter 3 is used to design a performance weight. A

frequency response data with the desired shape of the closed-loop sensitivity is man-

ually designed. Then an iterative fitting process using a non-minimum phase fitting

tool such as fitmagfrd is used to design a state-space system for the performance

weight. Figure 6.10 shows the inverse of the performance weight designed for the LTI

system and the temperature dependent system. The inverse represents the desired

over bound on the closed-loop sensitivity of the system. The performance weights

are chosen to be similar for both the systems so that they are comparable in low

frequency performance and peak sensitivity gain.

6.4.5 Discretization

Before the interconnected model can be constructed using either connect or sysic

function in MATLAB, all of the components must be discretized. The HDD system

is inherently discrete as the magnetic head obtains positional data from the servo

section in fixed time intervals. The temperature dependent models are discretized

using zero order hold and the weights are discretized using the matched pole-zero

method. The same zero order hold method is used for each temperature point, thus
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Figure 6.10: The inverse of the performance weight for temperature independent system and temperature
dependent system .

the states of the temperature dependent nominal models are kept consistent. Once

all of the components are discretized and the interconnected model is constructed,

the robust synthesis problem, as shown in Figure 6.1, is setup.

6.4.6 Deriving a D-Scale

D-K synthesis is used on the interconnected model, as shown in Figure 6.2, at a single

temperature point to construct a D-scale. D-K synthesis is an iterative method that

designs a controller which minimizes the upper bound on the robust performance, γ,

of the system. Using the function dksyn from MATLAB, D-K synthesis was done on

the interconnected model at Tl for all l. Table 6.2 shows the lowest upper bound on

γ that could be achieved for each l using the function dksyn.

l 1 2 3 4 5 6
Internal Temperature (◦C) 16.3 20.9 30.6 40.1 50.0 59.6
Robust Performance (γ) 1.451 1.448 1.449 1.455 1.456 1.456

Table 6.2: The robust performance achieved by D-K synthesis at each temperature point.

The D-scale that is derived at one temperature is not optimal for other tempera-

ture points. Thus, the D-scale derived from the temperature point with the largest

robust performance was chosen. By choosing the ”worst” temperature point, the tem-

perature with the worst performance would not become even worse. As seem from

Table 6.2, the worst temperature point was either T5 = 50.0◦C or T6 = 59.6◦C. Since,

T1 and T6 are chosen as the reference temperature points for the gain-scheduling, the

D-scale derived for T6 was chosen.

The HDD system is setup with two independent uncertainty channels, and thus the
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D-scale is structured such that,

Dscale = diag(d1, d2, I) (6.5)

where d1 and d2 ∈ C. Figure 6.11 shows the set of D-scale that was derived for the

temperature dependent system. Once the D-scale was derived, it was used to scale

the uncertainty channels of the temperature dependent system. By using an LTI

D-scale for all temperature points, the states were kept consistent.
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Figure 6.11: The Bode plot of the D-scale used to design a temperature dependent controller. The figure on the
left represents d1 and figure on the right represents d2.

6.4.7 Conditioning State-Space Matrices For Numerical Reasons

In certain cases, the numerical conditioning of the state space matrices may be poor.

This can affect the results from hinfsyn, and therefore a balancing of state-space

realization may need to be done. Balancing the system at each temperature point

individually will not maintain the state-space variables to be consistent. Therefore

a transformation matrix is derived using a function such as balreal on MATLAB

for the temperature dependent system at some temperature. The systems at other

temperature points are balanced using the same transformation matrix. By using the

same transformation matrix, the states are kept consistent. Although the transfor-

mation matrix is not optimal at other temperature points, due to their similarity, the

numerical conditioning is improved at all temperature points.
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6.4.8 Gain Scheduled Controller

Once the D-scale for the system was derived, the scaled interconnected model was

constructed. The scaled interconnected model is defined as,

Pscaled = Dscale(z)P (z, T )Dscale(z)−1 (6.6)

The function hinfsyn from MATLAB was used with a fixed performance level of

γ = 1.456 at each temperature point to design temperature specific controllers, KTl
(z)

at all Tl. The γ was derived by dksyn in MATLAB concurrently with the derivation

of the D-scale. The state-space matrices from KT1 and KT6 are used to create the

temperature dependent controller Kdep(z, T ). The temperature specific controllers,

KTl
(z) are also used to validate Kdep(z, T ).

For the HDD system, the open loop response, L is defined as,

L(s) = KG =
[
KV KM

] [GV

GM

]
= KVGV +KMGM (6.7)

where KV and KM are the VCM and MA component of the controller, respectively,

and GV and GM are the VCM and MA models, respectively. The closed loop sensi-

tivity, S, is defined as,

S =
1

1 + L
(6.8)

In addition to the nominal models, the experimental FRD, Dk(jωj, Tl) can be used in

lieu of G(z, T ) to simulate the open-loop response and closed-loop sensitivity of the

system.

Figure 6.12 shows the Bode plot of the temperature specific controller at 30.6◦C,

KT3(z), and the gain-scheduled controller at 30.6◦C, Kdep(z, T3). It can be seen that

the gain-scheduled controller is very similar to the temperature specific controller and

no discernible differences are visible in the Bode plot.
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Figure 6.12: The Bode plot of the temperature specific controller designed at 30.6◦C and linearly interpolated
controller at 30.6◦C .
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Figure 6.13 shows the open-loop response and closed-loop sensitivity of KT3(z) and

Kdep(z, T3) using the experimental FRD, Dk(jωf , T3). Again, there is no significant

difference between the two controllers. The linear interpolation of the temperature

specific controllers between T1 and T6 is able to produce the same control effort as

KT3(z).
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Figure 6.13: The open-loop and closed-loop sensitivity of the controller designed at 30.6◦C and gain scheduled
controller at 30.6◦C .

By linearly interpolating the temperature dependent scaled interconnected model

with a fine mesh, the upper bound on the robust performance of the controllers can be

compared. Figure 6.14 shows the upper bound on the robust performance for the tem-

perature independent, temperature specific, and temperature dependent controllers.

The temperature dependent controller, Kdep(z, T ), has a slightly greater upper bound

on the robust performance compared to the temperature specific controllers, KTl
(z).

Although there is some loss of performance from gain-scheduling, The temperature

dependent controllers have nearly 3 times better performance compared to the tem-

perature independent controller, Kind(z). Also through frequency domain analysis,

it will be shown that the temperature dependent controller has better performance

than the temperature independent controller.

Next, the nominal closed-loop sensitivity between the temperature dependent and

independent controllers are compared. Figure 6.15 shows the nominal sensitivity of
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Figure 6.14: The upper bound on the robust performance of the temperature independent , temperature specific
, and temperature dependent controllers using the temperature dependent scaled interconnected model.

the HDD system using the temperature dependent nominal models at all Tl. The

temperature dependent controllers is able to increase the bandwidth of the nominal

sensitivity compared to the temperature independent controllers. Furthermore the

temperature independent controller have large peaks that occur from frequency of

450 to 550. The temperature independent controller is not able to compensate for the

shift in the high frequency modes that is characterized by the temperature dependent

nominal models.
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Figure 6.15: The nominal sensitivity of the HDD system using the temperature dependent model, temperature
independent controller , and temperature dependent controller .
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Now the experimental FRD at 30.6◦C, Dk(jωj, T3), are used to compare the perfor-

mance between the temperature independent and dependent controllers. Figure 6.16

shows the open-loop response and closed-loop sensitivity using the experimental FRD

at 30.6oC, Dk(jωj, T3), for all k, with either the temperature independent controller

and temperature dependent controller. The figure shows that the temperature de-

pendent controller is able to increase the bandwidth of the closed-loop system while

maintaining similar peak and high frequency gain.
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Figure 6.16: The open-loop and closed-loop sensitivity of the temperature independent controller and tem-
perature dependent controller at 30.6oC using the experimental FRD, Dk(jωj , T3).

The closed-loop sensitivities computed from the set of experimental FRDs were av-

eraged for all six experimental temperature point and is shown in Figure 6.17. By

taking the mean of the sixteen different HDD data at each temperature point, the

benefits of the temperature dependent controller can be seen more easily. At each

temperature point, the temperature dependent controller is able to increase the band-

width of the system by about 10%. The temperature dependent controller is also able

to reduce the peak of the sensitivity except at 59.6◦C. The temperature dependent

controller is able to reject disturbances at higher frequency and thus has a higher

performance compared to the temperature independent controller [31].
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Figure 6.17: The average of the FRD of the closed-loop sensitivity based on the temperature independent controller
and temperature dependent controller .
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6.4.9 Experimental Results

The temperature dependent controller was implemented onto a HDD and tested at

30◦C. Since the gain scheduled controller scheme has not been implemented into the

HDD, the state-space matrices that are gain-scheduled at 30◦C was used to test the

controller. The resulting controller was compared to the temperature independent

controller. The resulting closed-loop sensitivity is shown in Figure 6.18.
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Figure 6.18: The closed-loop sensitivity measured from a HDD using temperature independent controller and
temperature dependent controller interpolated at 30oC .

It can be seen from the figure that simulated data and the experimental data do not

match perfectly. The low frequency and high frequency sensitivity gains are similar

between the experimental and simulated data. The increase in the bandwidth is less

than expected based on the simulated sensitivity, but the gain above the bandwidth

is reduced compared to the temperature independent controller. It can be seen that

the gain from frequency of 200 to 300 have been reduced by about 2-3 dB. One of

the reason for the difference in the expected bandwidth is that the DC gain of the

MA actuator needs to be calibrated for each HDD. To calibrate the MA actuator,

a frequency is chosen where the 0 dB crossing of the closed-loop sensitivity is ex-

pected. Therefore the calibration process can slightly alter the closed-loop sensitivity

measured from the HDD. A different calibration could have resulted in a closed-loop

sensitivity that is more similar to the simulated result.
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6.5 Special H∞ Problems

The procedure described in the previous section constructs linearly interpolatable

generalized plants using the temperature dependent models and various weights. H∞

synthesis is then performed at the largest and smallest temperature. The result-

ing controllers are then scheduled via linear interpolation. This ad-hoc method was

shown to be effective in the previous section, however, this procedure requires some

theoretical justification.

In particular, even if the generalized plants are linearly interpolatable, the H∞ con-

trollers created from the plant at two different parameter points are not always linearly

interpolatable. This is because the solutions to the H∞ problem is not inherently lin-

ear as a function of a parameter and specific conditions must be met for it to be

linear. In this section, special cases of H∞ problems that are applicable to the HDD

system are introduced. These special cases help to simplify the H∞ problem, and

demonstrate the conditions that must be met for the controller to be linearly inter-

polatable. Most of the results mentioned in this section is from Zhou’s robust control

textbook [31].

6.5.1 Disturbance Feedforward and Full Information Problem

Let P ∈ RL(nv+ne+ny)×(nw+nd+nu)
∞ be an interconnected model used for the H∞ syn-

thesis problem as shown in Figure 6.19. This system has a state-space system defined

as,

ẋ = Ax+B1p+B2u

z = C1x+D11p+D12u (6.9)

y = C2x+D21p+D22u

where pT =
[
wT dT

]
and zT =

[
vT eT

]
. A standard state-space realization repre-

sentation is used as follows,

P =

 A B1 B2

C1 D11 D12

C2 D21 D22

 (6.10)
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Figure 6.19: H∞ problem

In this section, two special cases of state-space systems are introduced. First is the

disturbance feedforward (DF) system which is defined as,

PDF :=

 A B1 B2

C1 D11 D12

C2 I 0

 (6.11)

This system has the disturbance channel feed directly into the output.

Second is the full information (FI) system, which is defined as,

PFI :=


A B1 B2

C1 D11 D12[
I

0

] [
0

I

] [
0

0

]
 (6.12)

The FI system has the states and the disturbances of the system as direct outputs.

In Zhou’s textbook in Section 12.2.2, it is shown that the DF and FI problems are

identical under an assumption that A−B1C2 is stable.

6.5.2 Equivalence of DF and FI Problem

A FI system can be transformed into a DF system with the following,

PDF =

[
I 0 0

0 C2 I

]
PFI (6.13)

This can be shown with a simple matrix operation.

It can be seen from the DF system, the equation for p can be derived in terms of y
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and x.

y = C2x+ p (6.14)

p = y − C2x (6.15)

A new state space system, V , that has inputs of y and u and outputs of x and p can

be defined based on the DF system such that,

V =

 A−B1C2 B1 B2

I 0 0

−C2 I 0

 (6.16)

For the transformed system to be stable, A−B1C2 must be Hurwitz. Now the output

of the DF system can be input into V as shown in Figure 6.20 to convert the system

into a FI system. Since the DF and FI systems are equivalent, it can be shown that

the optimal H∞ controllers for the two systems are equivalent as well.

PFI

PDF

� p�z

� u

�

y

�V
�x
�p

Figure 6.20: Transformation of DF to FI system.

6.5.3 Equivalent Controllers for DF and FI Problems

Since the DF and FI problems are equivalent, the controller that is designed for a DF

system can be transformed for a FI system and vise versa. First a transformation

system GDF is defined such that,

GDF =


A−B1C2 B1 B2

0 0 I[
I

−C2

] [
0

I

] [
0

0

]
 (6.17)
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GDF is the system V with the channel u passing through the system as one of the

outputs.

The following theorem from Section 12.2 of Zhou’s textbook shows that the DF and

FI controllers are equivalent [31].

Theorem 1 KFI := KDF

[
C2 I

]
internally stabilizes PFI if KDF internally stabi-

lizes PDF , and

Fl

(
PFI , KDF

[
C2 I

])
= Fl(PDF , KDF ). (6.18)

If A−B1C2 is Hurwitz, then KDF := Fl(GDF , KFI) as shown in Figure 6.21, internally

stabilizes PDF if KFI internally stabilizes PFI . Furthermore,

Fl(PDF , Fl(GDF , KFI)) = Fl(PFI , KFI) (6.19)
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Figure 6.21: DF controller

This theorem follows from the equivalence of DF and FI problems.

6.5.4 H∞ Synthesis For DF and FI Systems

In this section a brief overview on the algorithm for H∞ synthesis for a DF system

is described. The following results on H∞ synthesis is from Chapter 17 of Zhou’s

textbook on general H∞ solutions [31]. Once the transformation system, GDF , is

constructed, a DF problem can be transformed into a FI controller as shown in

previous section. For a DF H∞ problem where,

PDF :=

 A B1 B2

C1 D11 D12

C2 I 0

 (6.20)
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the following assumptions are made.

1. (A,B2) is stabilizable;

2. D12 =

[
0

I

]
;

3.

[
A− jωI B2

C1 D12

]
has full column rank for all ω.

4.

[
A− jωI B1

C2 D21

]
has full row rank for all ω.

5. A−B1C2 is stable.

With the transformation system, GDF , as shown in Equation 6.17, the H∞ controller

for a FI system can be transformed into a controller for a DF system. The following

problem is solved to design a H∞ controller for a FI system. Let γ > 0 be given and

define,

R := D∗1•D1• −
[
γ2Im1 0

0 0

]
(6.21)

where D1• :=
[
D11 D12

]
.

Then a Hamiltonian can be defined such that,

H∞ :=

[
AH RH

−QH −A∗H

]
:=

[
A 0

−C∗1C1 −A∗

]
−
[

B

−C∗1D1•

]
R−1

[
D∗1•C1 B∗

]
(6.22)

where B :=
[
B1 B2

]
. Then, X∞ is the solution to,

A∗HX∞ +X∞AH +X∞RHX∞ +QH = 0 (6.23)

which is an algebraic Riccati Equation (ARE). There are standard solvers on MAT-

LAB that can be used to solve for X∞.
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The H∞ controller for the FI system is then constructed as,

KFI =
[
kx kd

]
=
[[
D∗12D11 I

]
F −D∗12D11

]
(6.24)

where

F := −R−1[D∗1•C1 +B∗X∞] (6.25)

The H∞ controller for a FI problem is a static system. Once the FI controller is

created, a DF controller can be derived with the use of GDF as shown in section 6.5.3

[31].

It is noted here that the greatest gain of Fl(P,K) is γ and the objective of the H∞

synthesis is to design a controller such that γ is minimized. In function such as

hinfsyn, a bisection algorithm is used to find a controller with a minimum γ that

will stabilize the system.

6.6 Interpolation of HDD Controller

In this section, it will be shown that the HDD control design problem can be setup

as a DF problem, such that the conditions required for a synthesis of DF and FI

controllers are fulfilled. Then the conditions required for the DF and FI controller

to be linearly interpolatable for a static D-scale is shown. At the end of the section,

separation theory is briefly described to show that the interpolation method is valid

using an LTI D-scale.

6.6.1 HDD Problem as a DF System

For the HDD problem to be setup as a DF system, the state-space matrices D21

and D22 must be transformed into identity and zero matrices, respectively. This

transformation is possible if the uncertainty weights are setup such that the input

uncertainty weights, W2V and W2M , are chosen to be static gains. Therefore the

output uncertainty weights, W1V and W1M , contain all of the dynamic components of

the uncertainty weights. With this condition, the system from inputs p(=
[
wT dT

]T
)

to output y are static, and with some block diagram manipulation it can be seen from

Figure 6.22 that inputs w1, w2, and d can enter additively to the same location. It

will be shown later that this allows the multiple inputs w1, w2, and d to be simplified
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into one input.
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Figure 6.22: The block diagram from Figure 6.2 simplified based on the constraint on W2V and W2M

First, it will be shown how D22 can effectively be set to zero for the controller synthesis

problem using a standard loop-shifting argument from Section 17.2 of Zhou’s textbook

[31]. From Equation 6.10, D22u can be subtracted from both sides of the output such

that,

y −D22u = C2x+D21p (6.26)

Therefore it is possible to feed through the input u with a static gain of −D22 to cancel

out D22u from the output y of PHDD as shown in Figure 6.23. The H∞ synthesis

is done on Pdesign, to create a controller, K. The final controller, Kdesign, for PHDD

requires the D22 to be in a feedback loop with K(s) as shown in Figure 6.24 to replace

the D22 which was canceled out. Therefore, the state-space matrices can be simplified

such that D22 = 0 as long as it is incorporated into the controller such that,

Kdesign = K(I +D22)−1 (6.27)

Next, the matrix D21 needs to be transformed into an identity matrix. The dimensions

of the inputs and the outputs for the HDD problem are shown in Table 6.3 based on

Figure 6.2. From these dimensions, the D21 matrix has the dimension of 1 × 3 and

D12 matrix has the dimension of 5× 3. From these dimensions, assume that the D12

will be a full column rank matrix and the D21 will be a full row rank matrix. From

Section 17.2 of Zhou’s textbook [31], by taking the singular value decomposition of
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Figure 6.23: Robust synthesis problem with D22 loop-shifted.
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Figure 6.24: Robust controller with D22 loop-shifted.

v e y w d u
Dimension 2 3 1 2 1 2

Table 6.3: The input and output channel dimensions of the interconnected model.

D12 and D21 such that,

D12 = Q12

[
0

I

]
r12 (6.28)

and

D21 = r21

[
0 I

]
Q21 (6.29)

where Q12 and Q21 matrices are square and unitary. Furthermore matrix r12 and r21

are invertible, thus

Q∗12D12r
−1
12 =

[
0

I

]
(6.30)

and

r−1
21 D21Q

∗
21 =

[
0 I

]
(6.31)

By using the transformation matrices from the SVD ofD21 the following normalization
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can be done.

L1PHDDR1 =

[
Ie 0

0 r−1
21

] A B1 B2

C1 D11 D12

C2 D21 0

[Q∗21 0

0 Iy

]
(6.32)

=

 A B1Q
∗
21 B2

C1 D11Q
∗
21 D12

r−1
21 C2 r−1

21 D21Q
∗
21 0

 (6.33)

=


A B1Q

∗
21 B2

C1 D11Q
∗
21 D12

r−1
21 C2

[
0 I

]
0

 (6.34)

For the problem to be DF, the matrix D21 must be an identity matrix. Since, as seen

from Figure 6.22, the inputs w1, w2 and d all add into the system at the same point,

the three inputs can be consolidated into one input such that,

L1PHDDR1 =

 A B̄1 B2

C1 D̄11 D12

r−1
21 C2 1 0

 (6.35)

where the dimensions of B̄1 = BQ∗21 and D̄11 = D11Q
∗
21 have been truncated to match

that of D21 = 1.

Now using the matrices from SVD of D12, The HDD system is further normalized

such that,

L2PHDDR2 =

[
Q∗12 0

0 Iy

] A B̄1 B2

C1 D̄11 D12

r−1
21 C2 1 0

[Ie 0

0 r−1
12

]
(6.36)

=

 A B̄1 B2r
−1
12

Q∗12C1 Q∗12D̄11 Q∗12D12r
−1
12

r−1
21 C2 1 0

 (6.37)

=


A B̄1 B̄2

C̄1 D̄11

[
0

I

]
r−1

21 C2 1 0

 (6.38)
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Now the HDD problem is setup as a DF problem that matches the assumptions on the

state-space realization of the interconnected model. When the controller is designed

based on the normalized system, the normalization must be reverted. Thus once the

controller, K(z) is designed based on the transformed PHDD, the final controller for

the HDD system will be,

KHDD = r12Kr21(I +D22r12Kr21)−1 (6.39)

The details of the normalization argument is from Section 17.2 of Zhou’s textbook [31].

6.6.2 Interpolation of H∞ Controller

In this section, the conditions required for H∞ controller to be linearly interpolatable

based on temperature will be shown. There are two systems that need to be a linear

function of temperature for the DF controller to be interpolatable, the transformation

system, GDF and the Full Information controller, KFI . First the system GDF must

be interpolatable, such that the linearly interpolatable DF system that is transformed

into a FI system is still interpolatable. The DF system is assumed to be interpolatable

from using the temperature dependent nominal models, LTI weights and LTI D-

scale. The only state-space matrix of transformation system, GDF , with a matrix

multiplication is AGDF
= A − B1C2, as seen in Equation 6.17. Therefore, GDF

is linearly interpolatable if either B1 or C2 is a constant and the other is linearly

interpolatable.

Next the conditions required for KFI to be linearly interpolatable will be shown. KFI

is a matrix composed of kx and kd, where,

kx =
[
D∗12D11 I

]−[−γ2Im1 +D∗11D11 D∗11D12

D∗12D11 D∗12D12

]−1

[D∗1•C1 +B∗X∞]

 (6.40)

and

kd = −D∗12D11 (6.41)

As a reminder, D1• =
[
D11 D12

]
.

First, kd is linearly interpolatable if either D12 or D11 is a constant and the other is

linearly interpolatable. For the HDD system, the whole matrix D is a constant. Since

there are double integrator like characteristic for both the VCM and MA models, the
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D matrices for the temperature dependent nominal models are zero at all temperature.

Furthermore, all of the weights are LTI systems thus the D matrix for PHDD does

not vary as a function of temperature. Thus the conditions for kd are met.

The matrix kx is interpolatable if X∞ and C1 are linearly interpolatable as a function

of temperature, and γ, B, D11 and D12 are constants. Since X∞ is a solution to

an algebraic Riccati equation (ARE), the solution to the ARE must be linear as

a function of temperature. Normally, the algebraic Riccati equation is a quadratic

problem, however if RH is small compared to the other matrices, then the equation

becomes a linear problem where,

A∗HX∞ +X∞AH +QH = 0 (6.42)

If the ARE becomes a linear problem, its solution, X∞, is linearly interpolatable as

well.

For RH to be negligible, certain conditions must be met. From the Hamiltonian

matrix, the matrix component of RH exists only in the second term of Equation 6.22.

The second term of the Hamiltonian is expanded such that,[
B

−C∗1D1•

]
R−1

[
D∗1•C1 B∗

]
(6.43)

=

[
B

−C∗1D1•

][
−γ2Im1 +D∗11D11 D∗11D12

D∗12D11 D∗12D12

]−1 [
D∗1•C1 B∗

]

For simplification assume that D11 = 0, and define C1 :=
[
C11 C12

]
, where C11 ∈

Rnv×nA and C12 ∈ Rne×nA . Furthermore from the SVD normalization, D12 =
[
0 Ie

]T
.

Thus the second term of Hamiltonian can be simplified into,[
B

−C∗1D1•

][
−γ−2Im1 D∗11D12

D∗12D11 (D∗12D12)−1

] [
D∗1•C1 B∗

]

=

 [
B1 B2

]
−C∗1

[
0 D12

][−γ−2Im1 0

0 Ie

][[
0

D∗12

]
C1

[
B∗1

B∗2

]]

=

[
B2D

∗
12C12 −γ−2B1B

∗
1 +B2B

∗
2

−C∗12
D12D

∗
12C12 −C∗12

D12B
∗
2

]
, (6.44)
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thus RH = −γ−2B1B
∗
1 +B2B

∗
2 . If −γ2B1B

∗
1 +B2B

∗
2 is sufficiently small compared to

AH and −QH , then the solution to ARE, X∞, is linearly interpolatable.

To summarize, KDF is interpolatable if the following are true,

1. A matrix is linearly interpolatable from two end points of the parameter.

2. B, C, and D matrix are constant or close to a constant.

3. RH is sufficiently small compared to AH and QH

This shows that the A matrix can vary linearly, however the input-output relation

between p, u, z, and y must be very similar at different values of the parameter.

Realistically, the B, C, and D matrices can vary by small amount. For the HDD

problem the C and D matrices were constants, however some entries of the B matrix

varied up to 10%. Furthermore, in this section D11 was assumed to be a zero matrix

to simplify the Hamiltonian equation. The HDD system did have a non-zero D11

matrix, however if the RH entry of the Hamiltonian matrix is sufficiently small, the

interpolation method is still valid. In this case, the 2-norm of RH was 0.046, compared

to 2-norms of AH and QH with values of 7.7e5 and 2.94e14, respectively for T = T3

6.7 Separation Theory

The previous sections describe the interpolation theory based on constant D-scale to

maintain the HDD problem as a FI problem. In most cases, however, a dynamic

D-scale is used to design a robust controller. The dynamic D-scale changes the HDD

control problem from a FI problem into a more general case, however according to

separation theory, it is possible for the interpolation method to be valid using a LTI

dynamic D-scale.

The FI problem has a dual problem, which is the full control (FC) problem with the

state-space realization,

PFC :=


A B1

[
I 0

]
C1 D11

[
0 I

]
C2 D21

[
0 0

]
 (6.45)
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Most control synthesis problems are combination of the FI and FC problem and the

H∞ synthesis method designs a controller based on these two problems. A simplified

case is shown to demonstrate this characteristic of H∞ synthesis. The following results

are from Section 16.2.3 of Zhou’s textbook [31].

Take a system, Pcentral, with a state-space realization of

Pcentral =

 A B1 B2

C1 0 D12

C2 D21 0

 (6.46)

The following assumptions are made,

1. (A,B1) is stabilizable and (C1, A) is detectable;

2. (A,B2) is stabilizable and (C2, A) is detectable;

3. D∗12

[
C1 D12

]
=
[
0 I

]
;

4.

[
B1

D21

]
D∗21 =

[
0

I

]
.

Then the system Pcentral has a H∞ controller, K, such that,

K :=

[
Â∞ −Z∞L∞
F∞ 0

]
(6.47)

where

Â∞ := A+ γ−2B1B
∗
1X∞ +B2F∞ + Z∞L∞C2 (6.48)

F∞ := −B∗2X∞ (6.49)

L∞ := −Y∞C∗2 (6.50)

Z∞ := (I − γ−2Y∞X∞)−1 (6.51)

The X∞ and Y∞ are solutions to the Hamiltonian matrices,

H∞ :=

[
A γ−2B1B

∗
1 −B2B

∗
2

−C∗1C1 −A∗

]
(6.52)
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and

J∞ :=

[
A∗ γ−2C1C

∗
1 − C∗2C2

−B∗1B1 −A

]
(6.53)

It is shown in Section 16.8 of Zhou’s textbook that the controller component that

utilizes Y∞ is effectively the output estimator for the system Pcentral. The controller

component of Y∞ is designed to minimize the gain from the FC component of the

system and is separate from the FI component of the system.

With a HDD problem, the dynamic D-scale is the only possible FC component of

the scaled interconnected model. Since the same D-scale is used for all temperature

points, the FC controller component must be constant across all temperature points.

Therefore, the matrix Y∞ must be a constant across all temperature points as well.

The FI and FC component of the controller interacts linearly, even in the most general

case as shown in Section 17.1 from Zhou’s textbook [31]. Thus if the FI controller is

linearly interpolatable with constant D-scale, the H∞ controller created using a LTI

dynamic D-scale is linearly interpolatable.

6.8 Conclusion and Future Work

A method that can be used to design a temperature dependent controller for a HDD

system was described in this chapter. It was shown that the temperature dependent

controller is able to increase the performance of the HDD system compared to a

temperature independent controller. Because the firmware of the HDD system needed

to be improved to properly implement a gain-scheduled controller, the controller was

not validated under a changing temperature condition. Instead, the controller was

validated on the HDD system by implementing the linearly interpolated state-space

matrix for a single temperature point. Furthermore, the H∞ problem was closely

examined to describe the conditions required for the interpolation method to be

valid. For the next step, the gain-scheduled controller needs to be implemented into

the HDD system, such that the performance of the system can be analyzed as the

temperature of the system changes very slowly.
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Chapter 7

Conclusion and Future Work

In this thesis, a method of designing a temperature dependent controller for a hard

disk drive (HDD) system was described to increase its performance.

Initially, a method to design a temperature independent controller using standard

D-K synthesis was described in Chapter 3. The uncertainty model for a two input

one output system was defined and a basic modeling method using the average of the

data was described. The MATLAB functions that were used to design the weights

for the interconnected system were described as well. The temperature independent

controller was used as a baseline system, which the temperature dependent controller

was compared against.

Secondly, an optimal nominal modeling method based on convex optimization was

described in Chapter 4. The optimization problem was set up to find the optimal

frequency response data which would minimize the uncertainty of the model. The

practical issues, such as designing an uncertainty weight with the presence of mea-

surement noise, were discussed in the chapter. Furthermore the different types of

models that would be applicable to the HDD system were shown.

Thirdly, a method to create a temperature dependent model for the HDD was de-

scribed in Chapter 5. The benefits of temperature dependent model over temperature

independent model was shown by comparing the optimal uncertainty weight required

for the two types of models. Then the step by step method used to design the tem-

perature dependent nominal models was described.
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Finally, Chapter 6 described the method of designing a temperature dependent con-

troller for the HDD system. Chapter 6 also showed that the temperature dependent

controller had better performance over the temperature independent controller. The

temperature dependent controller increased the bandwidth frequency of the closed-

loop sensitivity while maintaining the same peak gain at six different temperatures.

The H∞ synthesis method was explored in detail to explain the validity of the tem-

perature dependent controller design method.

7.1 Recommendations For Future Work

Based on this thesis there are couple of research projects that can work as a con-

tinuation of this work. First is the exploration of different control schemes for the

HDD system. With the parallel control architecture, if the micro actuator (MA) fails,

the system is not guaranteed to be stable. Therefore some HDD control system will

design a VCM controller first, then design a MA controller [34]. Different control

system schematics may be able to improve the performance of the system. Second

is exploring other types of uncertainty models, such as uncertainty parametric mod-

els. By testing out different uncertainty models, it may be possible to design better

controllers. Finally, the temperature dependent controller was designed with the as-

sumption that the temperature was slow varying. As the HDDs did not have the

proper firmware to run a temperature dependent controller, experiments with chang-

ing temperature have not been done. It would be interesting to test how slow the

changes in temperature must be for the performance of the system to be not affected.

The temperature dependent controller was able to increase the performance of the

system by decreasing the uncertainty of the system at each temperature point. There

is, however, a fundamental limit to the performance of a system even if the uncertainty

of the system was minimized as much as possible. In control theory, the water-bed

effect of sensitivity gain is a known phenomenon, and sets a fundamental limit to

performance that can be achieved from a feedback control system [31]. Although the

water-bed effect applies to SISO systems, its effect for a MISO system is not well

known yet and would be possible future work. In Chapter 3 it was shown from two

different controllers that there are trade offs between bandwidth, peak gain, and low

frequency gain of the close-loop sensitivity. Once the limit is reached, the mechanical

system itself need to be improved to increase its performance.
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To improve the HDD performance some research groups have worked on improving the

micro actuator [81]. Recently, there has been work done on adding a third actuator

to create a three-stage actuation system [82]. Other groups look to improve the

system by implementing additional sensors [83]. Another factor that could limit the

performance of the controller is the sampling frequency based on the number of servo

sectors [81]. Depending on how the actuator system is improved, the control synthesis

method will have to change to adapt to the new system.

This thesis focused on designing a controller for the track following mode, where the

magnetic head is kept on the center of the track while the HDD reads or writes data.

During track following, the primary goal is to reject any disturbances to maintain

the magnetic head at the center of the track. During track seeking, however, the

HDD must be able to follow a reference pathway and reject disturbances to move the

magnetic head across thousands of tracks. Due to the range of motion, saturation

of the MA can limit the performance and in some cases cause the system to become

unstable. It has been shown, however, that having both the VCM and MA enabled

for the track seeking mode can decrease seek time [33].

With the continuous demand for more storage, manufacturers will continue to push

limits of HDDs, and there will continue to be a need for more innovative solutions

[2]. Starting from the large system in the RAMAC, the HDD has gone through a

significant transformation in the last 60 years. The HDD is packed with state of the

art technology, and the requirement of robust control theory to achieve the desired

performance is one such indication. As long as there are continued demand for HDD,

it will continue to provide variety of research projects in the future.
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Appendix A

MATLAB Functions

% [nOpt , wOpt , Imin , Imax]= optNominalFreq(sys ,freqRange);

% Finds the optimal nominal value for a set of frequency

% response data.

% The user is able to choose which frequency range to

% apply the convex

% optimization.

%

% Input:

% sys: FRD object with set of frequency response

% data of the system

%

% freqRange: the frequency range to apply the method

%

% Output:

% nOpt: the optimal value that will minimize the

% required uncertainty weight

%

% wOpt: the optimal uncertainty weight required to

% cover the data.

% Imin: the minimium frequency index

%

% Imax: the maximum frequency index

function [nOpt , wOpt , Imin , Imax] = optNominalFreq(sys ,

freqRange);

szH=size(sys);

nY=szH(1);
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nU=szH(2);

nModels=szH(3);

freq = sys.frequency;

if isempty(freqRange);

minFreq = -1;

maxFreq = 10^10;

else

minFreq = freqRange (1);

maxFreq = freqRange (2);

end

Imin = find(freq > minFreq , 1,'first ');

Imax = find(freq < maxFreq , 1,'last');

dataFreq = freq(Imin:Imax);

tmp1 = sys.response;

tmp2 = reshape(tmp1 ,length(freq),nModels);

sysFreq = tmp2(Imin:Imax ,:);

sysData = frd(sysFreq ,dataFreq);

nFreq=length(sysData.frequency);

szH=size(sysData);

nU=szH(2);

nModels=szH(3);

Pnom = zeros(nFreq ,1);

Lnom = zeros(nFreq ,1);

Rnom = zeros(nFreq ,1);

setlmis ([]);

[L] = lmivar (1,[1 0]);

[R] = lmivar (1,[1 0]);

[Pr] = lmivar (1,[1 0]);

[Pi] = lmivar (1,[1 0]);

for n=1: nModels;

lmiterm([-n 1 1 L],1,1);

lmiterm([-n 2 2 R],1,1);

lmiterm([-n 3 3 L],1,1);

lmiterm([-n 4 4 R],1,1);
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lmiterm ([n 1 2 Pr],1,1);

lmiterm([-n 1 4 Pi],1,1);

lmiterm ([n 2 3 Pi],1,1);

lmiterm ([n 3 4 Pr],1,1);

end

lmiterm ([-( nModels +1) 1 1 L],1,1);

lmiterm ([-( nModels +2) 1 1 R],1,1);

lmisTemplate=getlmis;

FD = sysData.ResponseData;

for m=1: nFreq;

setlmis(lmisTemplate);

for n=1: nModels;

H = FD(1,1,m,n);

HR = real(H);

HI = imag(H);

lmiterm([-n 1 2 0],HR);

lmiterm ([n 1 4 0],HI);

lmiterm([-n 2 3 0],HI ');

lmiterm([-n 3 4 0],HR);

end

lmis = getlmis;

c=[1 1 0 0];

options = [0 0 0 0 1];

[~,xopt] = mincx(lmis ,c, options);

Lnom(m)=xopt (1);

Rnom(m)=xopt (2);

P=xopt (3)+sqrt(-1)*xopt (4);

Pnom(m)=P;

end

Lw=Lnom;

Rw=Rnom;

nOpt=frd(Pnom ,sysData.Frequency);

wOpt=frd(Lw,sysData.Frequency)/nOpt;

end
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% [W,info]= FrdTrace(Data ,ord ,varargin);

% This function creates a FRD object based on the user

% input of frequency points and the the magnitude (in dB)

% at those points.

%

% Points between the frequency points are interpolated.

% Then fitmagfrdIter function is used to fit a

% transfer function model to those points

%

% Input:

% Data: a matrix that defines the frequencies and

% magnitude of the weight , has the form

% [freq(rad) mag(dB); freq(rad) mag(dB);... ]

% Connects the dot between points

%

% ord: order of the weight

%

% varargin(Wt): can add weight to the fitmagfrd fit.

%

% Output:

% W: The weight model created from the fit

%

% info: Contains various data such as raw freq

% and magnitude data.

function [W,info]= FrdTrace(Data ,ord ,varargin);

N=length(Data (:,1));

M=40;

InitFreq=Data (:,1);

InitDB=Data (:,2);

freq=zeros(1,(N-1)*M);

magDB=freq;

for i=1:N-1

F1Log=log10(InitFreq(i));

F2Log=log10(InitFreq(i+1) *.99);

freqtmp=logspace(F1Log ,F2Log ,M);

freq (1+(i-1)*M:M*i)=freqtmp;

slptmp =( InitDB(i+1)-InitDB(i))/ ...

(log10(InitFreq(i+1)/InitFreq(i)));

if slptmp ==0;
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b=InitDB(i);

magtmpDB=ones(1,M)*InitDB(i);

else

b=InitFreq(i)./(10.^( InitDB(i)/slptmp));

magtmpDB=slptmp*log10(freqtmp ./b);

end

magDB (1+(i-1)*M:M*i)=magtmpDB;

end

mag =10.^( magDB /20);

info.f=freq;

info.m=mag;

wFrd=frd(mag ,freq);

info.wFrd=wFrd;

if ~isempty(varargin)

wt=varargin {1};

[W,info.sysIter ]= LOCALfitmagIter(wFrd ,ord ,'low',wt);

else

[W,info.sysIter ]= LOCALfitmagIter(wFrd ,ord ,'low');

end

end

% This function uses fitmagfrd in iteration to fit a ss

% model to have a magnitude greater than or less than

% that of the FRD object.

%

% Method (for fitting a model with greater magnitude than\

% the FRD): Fits a 1st order model with magnitude

% greater than the FRD object. Then it will fit a

% second order model to have magnitude less than the

% 1st order model with 20% increase in magnitude and

% greater than the FRD object.Then it will repeat for

% N number of times until the desired order for the

% model is reached.

%

% Input:

% sysfrd: The FRD object to fit a ss model.

%

% order: Desired number of orders for the model.
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%

% opt: 'high ' fit a model with magnitude greater

% than the FRD 's

% 'low ' fit a model with magnitude less than

% that FRD 's

%

% varargin: If there is a desire to weight the model

% fit , this is the input to put it in.

% Output:

% sys: The output with number of order specified in

% the input.

% sysIter: A cell with collection of all models that

% were fit onto the FRD

function [sys ,sysIter ]= LOCALfitmagIter(sysfrd ,order ,opt ,

varargin)

if ~isempty(varargin)

wt=varargin {1};

else

wt=[];

end

freq=sysfrd.frequency;

sysIter=cell(1,order);

switch opt

case 'high'

sysIter {1}= fitmagfrd(sysfrd ,1,[],wt ,1);

for i=2:1: order;

sysg=abs(frd(sysIter{i-1},freq));

upperFrd =1.1* sysg;

C2.LowerBound=abs(sysfrd);

C2.UpperBound=upperFrd;

sysIter{i}= fitmagfrd(sysfrd ,i,[],wt,C2);

end

case 'low'

sysIter {1}= fitmagfrd(sysfrd ,1,[],wt ,-1);

for i=2:1: order;

sysg=abs(frd(sysIter{i-1},freq));

lowerFrd =0.8* sysg;

C2.UpperBound=abs(sysfrd);

C2.LowerBound=lowerFrd;

sysIter{i}= fitmagfrd(sysfrd ,i,[],wt,C2);
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end

end

sys=sysIter{end};

end
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