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Abstract. In this paper, we develop a multiscale hierarchy framework for objective molecular
dynamics (OMD), a reduced order molecular dynamics with a certain symmetry, that connects

it to the statistical kinetic equation, and the macroscopic hydrodynamic model. In the meso-
scopic regime we exploit two interaction scalings that lead, respectively, to either a mean-field

type or to a Boltzmann type equation. It turns out that, under the special symmetry of OMD,

the mean-field scaling results in an oversimplified dynamics that extinguishes the underlying
molecular interaction rule, whereas the Boltzmann scaling yields a meaningful reduced model

called the homo-energetic Boltzmann equation. At the macroscopic level, we derive the corre-

sponding Euler and Navier-Stokes systems by conducting a detailed asymptotic analysis. The
symmetry again significantly reduces the complexity of the resulting hydrodynamic systems.
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1. Introduction

1.1. Objective molecular dynamics. Molecular Dynamics (MD) has been the building block
for many physical and biological systems. However, even with the modern computational capac-
ity, it is still onerous to simulate a large-scale molecular system. Objective Molecular Dynamics
(OMD) exploits the isometry of the atomic forces (or, at macroscopic level, the materials) and
significantly reduces the computational cost of conventional MD. It has been applied to the failure
of carbon nanotubes under stretching [15], fluid flows with phase transformation [43], hypersonic
flows [44] and dislocation motion in crystals [41].

To explain the idea, consider a structure consisting of N molecules and each molecule consists
of M atoms, denoted as

S := {xi,k ∈ R3 : i = 1, · · · , N, k = 1, · · · ,M} ,
where xi,k is the position of atom k in molecule i. Then this structure is said to be an objective
molecular structure if

{xi,k +Qi,k(xj,l − x1,k) : j = 1, · · · , N, l = 1, · · · ,M} = S, for i = 1, · · · , N, k = 1, · · · ,M .

Here Qi,k ∈ O(3), where O(3) is the orthogonal group. Putting into words, this requirement
means that atom k in molecule i (denoted as atom (i, k) from here on), after re-orientation,
sees the exactly same environment as atom k in molecule 1. Such a property is shared by many
crystal structures and alloys.

The objective molecular structure, along with some invariances in the interactions between
molecules, generates an invariant manifold of molecular dynamics. In particular, suppose that
the force on atom (i, k) is given by

fi,k(· · · , xj,1, xj,2, · · · , xj,M , xj+1,1, xj+1,2, · · · , xj+1,M , · · · ) ,
then it is subject to two fundamental invariances:

i) Frame indifference. For Q ∈ O(3), c ∈ R3,

fi,k(· · · , Qxj,1 + c, · · · , Qxj,M + c,Qxj+1,1 + c, · · · , Qxj+1,M + c, · · · )
= Qfi,k(· · · , xj,1, · · · , xj,M , xj+1,1, · · · , xj+1,M , · · · ) .

ii) Permutation invariance. For all permutations Π,

fi,k(· · · , xΠ(j,1), · · · , xΠ(j,M), QxΠ(j+1,1), · · · , QxΠ(j+1,M), · · · )
= Qfi,k(· · · , xj,1, · · · , xj,M , xj+1,1, · · · , xj+1,M , · · · ) .

Denoting the isometry group in the affine space R3 as

(Q|c) : Q ∈ O(3), c ∈ R3

with the product (Q1|c1)(Q2|c2) = (Q1Q2|c1 +Qc2) and inverse (Q|c)−1 = (Q⊤| −Q⊤c). Then
its action on Rn can be written as

g(x) = Qx+ c, x ∈ R3 ,

or g =: (Q|c) for short. Now if we assume Q1, · · · , QN to be constant matrices while allow c1,
· · · , cN to have the following time dependence

ci(t) = at+ b, a, b ∈ R3 , i = 1, · · · , N ,

then it is obvious that

d2

dt2
gi(y(t)) =

d2

dt2
(Qiy(t) + ci(t)) = Qi

d2y(t)

dt2
,

which, together with the invariance above, implies the existence of a time-dependent invariant
manifold of equations of molecular dynamics.
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Building upon such an invariant manifold, the OMD works as follows. It divides NM atoms
into M simulated particles—denoted as (1, 1), · · · , (1,M), conceptually the atoms in molecule 1;
and (N−1)M non-simulated particles—denoted as (2, 1), · · · , (2,M), · · · , (N, 1), · · · , (N,M),
atoms in molecules 2, · · ·N . Their positions have the relation

yi,k(t) = gi
(
y1,k(t), t

)
, gi =

(
Qi|ci(t)

)
, i = 1, · · · , N, k = 1, · · · ,M , (1)

and g1 = id. Then the simulated particles move according to the following rule:

mk
d2

dt2
y1,k = f1,k(· · · , xj,1, xj,2, · · · , xj,M , xj+1,1, xj+1,2, · · · , xj+1,M , · · · ) , (2)

whereas the non-simulated particles update directly via (1). The basic theorem of OMD states
that each non-simulated atom satisfies exactly the equations of molecular dynamics for its forces.
This way, the total number of degrees of freedom is substantially reduced and therefore leads
to a much more efficient computational method. That is, if a cut-off for the atomic forces is
introduced, only the simulated atoms, together with the non-simulated atoms within the cut-off,
need to be tracked. Despite the positions of the non-simulated atoms being given by explicit
formulas, the overall motion is typically highly chaotic.

With the number of particles getting large, a coarse-grained model, termed as a kinetic equa-
tion, is introduced to give a statistical description of the collective behavior of the many-particle
system.

1.2. Motivation and previous results. There is now a full-fledged theory on the derivation
of the kinetic and hydrodynamic equations. This theory focuses on particle interactions within
a classically unstructured background. In this paper, our primary objective is to establish a
multi-scale framework that emphasizes symmetry. Since OMD represents an invariant manifold
of MD, it is important to know whether this manifold is in some sense inherited in reduced-order
kinetic equations. We aim to establish such a systematic connection to reduced-order kinetic
equations and their corresponding macroscopic models.

Figure 1. Connections between different models in the multi-scale hierarchy.
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To provide a more compelling representation of our motivation and results, we use Fig.. 1 for
an illustration.

• Arrow (1) has been explained above, see also [30,31].

• Arrow (2) is a well-established relationship in kinetic theory. Instead of tracking the
detailed motions of each molecule in the dynamic system, which is computationally
impractical due to the enormous number of particles, the kinetic equation allows us to
analyze the system’s behavior without considering individual particle motions.

To achieve this, the BBGKY hierarchy (from the names of Bogolyubov, Born, Green,
Kirkwood, Yvon) has been proven to be a useful methodology [13]. Additionally, suitable
scaling limits are employed to capture the essential properties of the microscopic regime.
Two typical scalings, the mean-field limit and the Boltzmann-Grad limit, have led to the
two different types of kinetic equations.

The mean-field limit, stemming from [7], assumes that the force on one particle is
influenced by the entire range of other particles, although the strength of interaction
weakens as the number of particles N increases. As N approaches infinity, a Mean-
field/Vlasov-type equation emerges, where the particle distribution depends on its phase
space density. For a comprehensive review on this topic, refer to [23,49].

On the other hand, the Boltzmann-Grad limit arises when the particles are diluted
enough that only binary interactions play a significant role, and each particle experiences
a single collision within a given unit of time [51]. In this case, the Boltzmann equation is
formally derived by Grad and Cercignani [10,27,28], with rigorous validation by Lanford
[35] for the hard-sphere model over short times. Extensive studies have been conducted
on smooth short-range potentials [20,34,45], and for a recent review, see [46].

• Arrow (3) has been discussed in [15, 30], either via heuristic argument of symmetry in
statistical physics language, or by looking for a special ansatz of solution that reduces
the equation.

To be more specific, recall the classical Boltzmann equation:

∂tf(t, x, v) + v · ∇xf(t, x, v) = Q(f, f)(t, x, v), t > 0, x ∈ R3, v ∈ R3, (3)

where

Q(f, f)(t, x, v) =

∫
R3

∫
S2
B(v − v∗, ω) [f(t, x, v

′)f(t, x, v′∗)− f(t, x, v)f(t, x, v∗)] dω dv∗ , (4)

with the collision kernel B(v − v∗, ω) that describes the intensity of collisions, see more
details in [51]; and (v′, v′∗) and (v, v∗) represent the velocity pairs before and after the
collision, respectively. They satisfy the conservation of momentum and energy:

v′ + v′∗ = v + v∗, |v′|2 + |v′∗|2 = |v|2 + |v∗|2.

This allows us to express (v′, v′∗) in terms of (v, v∗) using the following equations:

v′ = v + ((v − v∗) · ω)ω, v′∗ = v∗ − ((v − v∗) · ω)ω, ω ∈ S2 .

Now translating the OMD symmetry in kinetic language, it means that [15, PP.
155]“the probability of finding a velocity of the form v + A(I + tA)−1x at x is the
same as the probability of finding a velocity v at 0”. Putting the words into a formula,
we have

f(t, x, v +A(I + tA)−1x) = f(t, 0, v) ,

which is equivalent to

f(t, x, v) = f(t, 0, v −A(I + tA)−1x) =: g(t, w) with w = v −A(I +At)−1x . (5)
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Here A is an assignable 3x3 matrix. Then g, which depends on fewer variables, satisfies
the homo-energetic Boltzmann equation, a reduced order model originally introduced by
Galkin [19] and Truesdell [50]:

∂tg(t, w)− [A(I + tA)−1w] · ∇wg(t, w) = Q(g, g)(t, w). (6)

An alternative approach involves seeking the equidispersive solution to Eq. (3) [31].
In other words, we look for the solution ansatz: if f is the solution to Eq. (3) and

f(t, x, v) = g(t, w) with w = v − ξ(t, x) , (7)

then g satisfies

∂tg(t, w)− [∂tξ + ξ · ∇xξ]∇wg(t, w)− [(∇xξ)w] · ∇wg(t, w) = Q(g, g)(t, w). (8)

Clearly, by a direct calculation, when ξ(t, x) is an affine function on x such that

ξ(t, x) = L(t)x, with L(t) := A(I +At)−1x, (9)

the Eq. (8) can be reduced to Eq. (6).
• Arrow (5) is the process that leads from kinetic equations in the mesoscopic regime
to continuum equations in the macroscopic regime. This concept can be traced back
to Maxwell and Boltzmann, who initially founded the kinetic theory. The study of the
hydrodynamic limit was subsequently formulated and addressed by Hilbert [29]. It aims
to derive the fluid dynamic system as particles undergo an increasing number of collisions,
causing the Knudsen number to approach zero.

The classical compressible Euler and Navier-Stokes equations can be formally derived
from the scaled Boltzmann equation through the Hilbert [29] and Chapman-Enskog
expansions [14, 18]. The asymptotic convergence of these derivations was rigorously
justified by Caflish [9] for the compressible Euler equations and by De Masi, Esposito,
and Lebowitz [16] for the incompressible Navier-Stokes equations.

Another aspect of studying the hydrodynamic limit pertains to weak solutions, par-
ticularly proving that the renormalized solution of the Boltzmann equation converges
to the weak solution of the Euler or Navier-Stokes equations. This has been partially
achieved for incompressible models [1, 25,26,33,36,37,47].

Additionally, research on strong solutions near equilibrium is another avenue of explo-
ration in the hydrodynamic limit. Nishida [40] established local-in-time convergence to
the compressible Euler equations, while Bardos and Ukai [2], as well as more recent work
by Gallagher and Tristani [21], derived solutions for the incompressible Navier-Stokes
equations. For a comprehensive review of this topic, we refer to [12, 23, 48] and the
references cited therein.

The combined transitions (2)+(5) form the central framework of Hilbert’s Sixth Prob-
lem, aiming to establish a comprehensivee depiction of gas dynamics across all levels of
description. The objective is to comprehend macroscopic concepts such as viscosity and
nonlinearity from a microscopic standpoint [48].

• Arrow (6) is trivial in the case of the macroscopic motion corresponding to an OMD
simulation [15]. The macroscopic velocity field of such a motion is u(x, t) = A(I+tA)−1x
and, by direct substitution, this is an exact solution of the compressible or incompressible
Navier-Stokes equations. For the latter add the restriction of incompressibility, Tr[(A(I+
tA)−1] = 0. If thermodynamics is included with the former, the energy equation becomes
an ODE for the temperature. Note that if det(I + tA) → 0 as t → t⋆ > 0, then the
velocity field of OMD has a strong singularity at t⋆.

Our main focus is to complete the diagram by building connections (4) and (7). Importantly,
we do not limit ourselves solely to Boltzmann-Grad scaling but also explore mean field scaling.
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More particularly, if we assume a nonlocal interaction at the OMD level, we show that the
corresponding kinetic description shall be a mean-field type equation by route (4). However, due
to symmetry, this equation is vastly simplified compared to the non-symmetric version (obtained
by route (2)), and overshadows the underlying interaction principles. On the other hand, in
the case of Boltzmann-Grad scaling, we illustrate that the combined transitions (1) and (4)
successfully recover the homo-energetic Boltzmann equation, as predicted by transitions (2) and
(3). Additionally, route (7) leads to the same hydrodynamic model as (5)+(6).

1.3. Basic set-up and our results. Prior to discussing the kinetic formulation, we first lay
out some preliminaries. As mentioned before, we denote (x1,k(t), v1,k(t)) as the simulated par-
ticles’ location and velocity, and (xi,k(t), vi,k(t)) for the associated non-simulated particles,
i = 2, · · · , N . In general terms, their relation is formalized by Eq. (1). In the simplest case
of the time-dependent translation group [30] in which case Qi = I and ci(t) = (I+ tA)νi, νi ∈ Z3

and i = 1, · · · , N , the relation reduces to

xi,k(t) = x1,k(t) + (I + tA)νi . (10)

Therefore

vi,k(t) = v1,k(t) +Aνi ,

which immediately leads to

vi,k(t)− v1,k(t) = A(I + tA)−1(xi,k(t)− x1,k(t)) .

Consequently, define the transformation

w(t) := v(t)−A(I + tA)−1x(t) ,

then a very important observation is that the simulated and non-simulated particles will be
indistinguishable if written in terms of new variables w1,k and wi,k:

wi,k(t) = vi,k(t)−A(I + tA)−1xi,k(t) = v1,k(t)−A(I + tA)−1x1,k(t) = w1,k(t) . (11)

Consequently, we will utilize the index i to refer to both simulated and non-simulated particles,
with N representing the total number of particles throughout the remainder of this section.

Since

wi(t) := vi(t)−A(I + tA)−1xi(t)

and

ẋi(t) = vi(t) = wi(t) +A(I + tA)−1xi(t) ,

a direct calculation shows that

d

dt
[A(I + tA)−1xi(t)] =A(I + tA)−1[ẋi(t)−A(I + tA)−1xi(t)]

=A(I + tA)−1[vi(t)−A(I + tA)−1xi(t)]

=A(I + tA)−1wi(t) ,

and therefore

ẇi(t) =v̇i(t)−A(I + tA)−1wi(t)

=−
N∑
j=1
j ̸=i

∇xi
U(|xi(t)− xj(t)|)−A(I + tA)−1wi(t) ,

(12)
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where we have used a specific form of the force:

f1,k(· · · , xj,1, xj,2, · · · , xj+1,M , · · · ) = −
N∑
j=1

∇Uxk
(|xj − xk|) .

Finally, the dynamical system of OMD satisfied by the new variables (xi(t), wi(t)) is summa-
rized as follows: for i = 1, 2, ..., N ,

ẋi(t) = wi(t) +A(I + tA)−1xi(t),

ẇi(t) = −
N∑
j=1
j ̸=i

∇xi
U (|xi(t)− xj(t)|)−A(I + tA)−1wi(t).

(13)

Result 1: From the microscopic regime to mesoscopic regime (Arrow (4))

To obtain the corresponding kinetic equation from the fundamental dynamic system Eqs. (13),
it is crucial to apply an appropriate scaling operation. We follow the two classical scalings as
follows:

• Mean-field type model: which assumes that the contribution from each particle has
the same weight 1/N :

ẋi(t) = wi(t) +A(I + tA)−1xi(t),

ẇi(t) = − 1

N

N∑
j=1
j ̸=i

∇xi
U (|xi(t)− xj(t)|)−A(I + tA)−1wi(t) .

(14)

By taking N → ∞, we will obtain the mean-field type equation

∂g(t, x, w)

∂t
+ w · ∇xg(t, x, w) + [A(I + tA)−1x] · ∇xg(t, x, w)

− [A(I + tA)−1w] · ∇wg(t, x, w) = [∇xU ∗ ρg] (t, x) · ∇wg(t, x, w), (15)

where ρg(t, x) =
∫
Rd g(t, x, w)dw.

If further considering the homogeneity of g in x Eq. (5), the Eq. (15) can be reduced
to

∂g(t, w)

∂t
− [A(I + tA)−1w] · ∇wg(t, w) = 0. (16)

The well-posedness of Eq. (15) and Eq. (16) has been established in Theorem 2.5, and
Theorem 2.7 provides a rigorous connection between Eqs. (14) and Eq. (16).

• Boltzmann type model: emphasizes close neighbor interaction by rescaling the po-
tential term U(r) to 1

εU( rε ) :
ẋi(t) = wi(t) +A(I + tA)−1xi(t),

ẇi(t) = −1

ε

N∑
j=1
j ̸=i

∇xi
U

(
|xi(t)− xj(t)|

ε

)
−A(I + tA)−1wi(t).

(17)
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By applying the Boltzmann-Grad limit, i.e., in the d−dimension, (N − 1)εd−1 = O(1)
as N → ∞ and ε → 0,

∂g(t, x, w)

∂t
+ w · ∇xg(t, x, w) + [A(I + tA)−1x] · ∇xg(t, x, w)

− [A(I + tA)−1w] · ∇wg(t, x, w) = Q(g, g)(t, x, w). (18)

Similarly, if we further take the homogeneity of g into account, Eq. (18) becomes the
so-called homo-energetic Boltzmann equation Eq. (6). The derivation of Eq. (18) from
Eqs. (17) via BBGKY hierarchy is laid out in Section 3.1, and the properties of Eq. (18)
is summarized in Section 3.2.

It is worth noting that when the potential function U(r) is a power function of r (e.g., inverse
power law U(r) = 1

rα ), the two scaling strategies can be unified.

Result 2: From the mesoscopic regime to macroscopic regime (Arrow (7))

Another significant contribution of this paper is the derivation of the hydrodynamic equa-
tion from the kinetic equation, incorporating the structural properties inherited from OMD.
Specifically, it bridges the gap identified as Arrow (7). As highlighted in [30], a specific family
of unsteady macroscopic flows, associated with the simplest translation group (10), inherently
possesses a bulk velocity field u(t, x) = A(I + tA)−1x in Eulerian form. This velocity field natu-
rally satisfies various steady and unsteady macroscopic fluid equations, leading us to anticipate
that the conventional hydrodynamic systems governing the evolution of macroscopic quantities
(density ρ and temperature θ as defined in (47) and (48), respectively) can be partially reduced.

Recall that L(t) = A(I + tA)−1, we have:

• By applying the Hilbert expansion, we derive a reduced Euler system from the homo-
energetic Boltzmann equation Eq. (6):

∂tρ(t) + Tr[L(t)]ρ(t) = 0,

∂tθ(t) +
2

3
Tr[L(t)]θ(t) = 0.

(19)

Details are presented in Section 4.2.1.
• By applying the Chapman-Enskog expansion, we obtain the corresponding reduced
Navier-Stokes system with O(ϵ) correction terms from the homo-energetic Boltzmann
equation Eq. (6):

∂tρ(t) + Tr[L(t)]ρ(t) = 0,

∂tθ(t) +
2

3
Tr[L(t)]θ(t) = ϵµ(θ)

1

2

(
Tr[L2(t)] + L(t) : L(t)− 2

3
(Tr[L(t)])2

)
.

(20)

where the viscosity µ is defined in (70). See Section 4.2.2 for more details.

2. A Mean-field model for long-range interaction

In this section, we focus on the mean-field scaling system described by Eqs. (14) using the
BBGKY hierarchy. This leads to a kinetic equation Eq. (15) where the particle distribution
function is influenced by an averaged force field. This equation can be further reduced to Eq. (16).
We establish the well-posedness of Eq. (15). The rigorous justification of convergence for the
approximate “particle solution” to Eq. (16) follows as a consequence of our well-posed theory.
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2.1. Derivation via BBGKY hierarchy. Denote

zj := (xj , wj) , ZN = (z1, · · · , zN ) ∈ ΩN , ΩN :=
{
ZN ∈ R6N

∣∣ xi ̸= xj , i ̸= j
}

and let

P (N)(t, ZN ) := P (N)(t, z1, ..., zN ) = P (N)(t, x1, w1, ..., xN , wN )

be the N -particle distribution function. Correspondingly, the s−marginal distribution of P (N),
denoted as P (s)(t, Zs), is

P (s)(t, Zs) :=

∫
R6(N−s)

P (N)(t, Zs, zs+1, ..., zN ) dzs+1...dzN , Zs = (z1, z2, · · · , zs) , (21)

and then our goal is to derive the mean-field equation for the first marginal of the distribution
P (1)(t, z1).

Starting with the Liouville equation satisfied by P (N)(t, ZN )

∂P (N)(t, ZN )

∂t
+

N∑
i=1

[
ẋi · ∇xi

P (N) + ẇi · ∇wi
P (N)

]
(t, ZN ) = 0 , (22)

and substituting Eqs. (14) leads to

∂P (N)

∂t
+

N∑
i=1

wi · ∇xiP
(N) +

N∑
i=1

[A(I + tA)−1xi] · ∇xiP
(N)

− 1

N

N∑
i=1

N∑
j=1
j ̸=i

∇xiU (|xi − xj |) · ∇wiP
(s) −

N∑
i=1

[A(I + tA)−1wi] · ∇wiP
(N) = 0 . (23)

Integrating Eq. (23) over the domain {zs+1, ..., zN}, we obtain the corresponding kinetic equa-
tion of the s-marginal distribution P (s)(t, Zs),

∂P (s)

∂t
+

∫
R6(N−s)

(
N∑
i=1

wi · ∇xi
P (N) +

N∑
i=1

[A(I + tA)−1xi] · ∇xi
P (N)

)
dzs+1...zN︸ ︷︷ ︸

=:(I)

−
∫
R6(N−s)

 1

N

N∑
i=1

s∑
j=1
j ̸=i

∇xi
U (|xi − xj |) · ∇wi

P (N) −
N∑
i=1

[A(I + tA)−1wi] · ∇wi
P (N)

 dzs+1...zN

︸ ︷︷ ︸
=:(II)

=

∫
R6(N−s)

1

N

N∑
i=1

N∑
j=s+1
j ̸=i

∇xiU (|xi − xj |) · ∇wiP
(N) dzs+1...zN

︸ ︷︷ ︸
=:(III)

.



10 R. D. JAMES, K. QI, AND L. WANG

For term (I), note that

(I) =

s∑
i=1

wi · ∇xi
P (s) +

s∑
i=1

[
A(I + tA)−1xi

]
· ∇xi

P (s)

+

N∑
i=s+1

∫
R6(N−s)

[
A(I + tA)−1xi

]
· ∇xi

P (N) dzs+1...zN

=

s∑
i=1

wi · ∇xiP
(s) +

s∑
i=1

[A(I + tA)−1xi] · ∇xiP
(s) − (N − s)Tr[A(I + tA)−1]P (s) .

Similarly, term (II) becomes

(II) =− 1

N

s∑
i,j=1
i̸=j

∇xiU (|xi − xj |) · ∇wiP
(s) −

s∑
i=1

[A(I + tA)−1wi] · ∇wiP
(s)

+ (N − s)Tr[A(I + tA)−1]P (s) .

Since particles are indistinguishable, term (III) can be re-written as

(III) =
N − s

N

s∑
i=1

∫
R6

∇xiU (|xi − xs+1|) · ∇wiP
(s+1)(t, Zs, zs+1) dzs+1

=
N − s

N

s∑
i=1

∇wi
·
∫
R6

[
∇xi

U (|xi − xs+1|)P (s+1)(t, Zs, zs+1)
]
dzs+1 .

Combining the terms (I)−(III) altogether, we arrive at the following equation for the marginal
distribution P (s)

∂P (s)

∂t
+

s∑
i=1

wi · ∇xi
P (s) +

s∑
i=1

[A(I + tA)−1xi] · ∇xi
P (s)

−
s∑

i=1

[A(I + tA)−1wi] · ∇wi
P (s) − 1

N

s∑
i,j=1
i ̸=j

∇xi
U (|xi − xj |) · ∇wi

P (s)

=
N − s

N

s∑
i=1

∇wi
·
∫
R6

[
∇xi

U (|xi − xs+1|)P (s+1)(t, Zs, zs+1)
]
dzs+1 . (24)

In particular, taking s = 1 in Eq. (24) above, it reduces to the two-particle case:

∂P (1)

∂t
+ w1 · ∇x1P

(1) + [A(I + tA)−1x1] · ∇x1P
(1) − [A(I + tA)−1w1] · ∇w1P

(1)

=
N − s

N
∇w1

·
∫
R6

[
∇x1

U (|x1 − x2|)P (2)(t, z1, z2)
]
dz2 .

(25)

To close the hierarchy above, we consider the following “propagation of chaos” assumption [51]:

P (2)(t, z1, z2) = P (1)(t, x1, w1)P
(1)(t, x2, w2) ,
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which says the two particles remain independent throughout the dynamics. Under this assump-
tion, the right-hand side of Eq. (25) becomes

N − 1

N
∇w1 ·

∫
R6

[
∇x1U (|x1 − x2|)P (2)(t, z1, z2)

]
dz2

=
N − 1

N

∫
R6

[
∇x1

U (|x1 − x2|)P (1)(t, x2, w2)∇w1
P (1)(t, x1, w1)

]
dx2 dw2

=
N − 1

N

∫
R3

[
∇x1

U (|x1 − x2|)
∫
R3

P (1)(t, x2, w2) dw2

]
dx2 · ∇w1

P (1)(t, x1, w1)

=
N − 1

N
∇x1U ∗ ρP (1)(t, x1) · ∇w1P

(1)(t, x1, w1).

(26)

By sending N → ∞ and re-naming P (1)(t, x1, w1) by g(t, x, w), the Eq. (25) is actually Eq. (15).
Furthermore, the spatial dependence is irrelevant as molecules with the same w index but different
x index see the same environment. Therefore, g is a spatially homogeneous function, which then
obeys the reduced mean-field equation Eq. (16).

2.2. Rigorous justification of the mean-field equation. In this subsection, we underpin the
well-posedness of Eq. (15), and establish a rigorous path from OMD to the mean field equation.
Our approach will follow that in [8].

First, we set up some notation. We denote P1(R3 ×R3) as the space of probability measures
on R3 × R3 with a finite first moment. This space is equipped with the Monge-Kantorovich-
Rubinstein distance W1, defined as:

W1(µ, ν) := sup
{∣∣∣ ∫

R3×R3

φ(P )(µ(P )− ν(P )) dP
∣∣∣, φ ∈ Lip(R3 × R3), ∥φ∥Lip ≤ 1

}
,

where Lip(R3 ×R3) denotes the set of Lipschitz functions on R3 ×R3, and ∥ · ∥Lip represents the
associated norm. Additionally, we define Pc(R3 ×R3) as a subset of P1(R3 ×R3) with compact
support. We also introduce a metric space G := C

(
[0, T ],Pc(R3 × R3)

)
associated with the

distance W1 defined as follows: for g(t, P ) =: gt(P ) and h(t, P ) =: ht(P ) in G,

W1(g(·, ·, ·), h(·, ·, ·)) := sup
t∈[0,T ]

W1(gt(·, ·), ht(·, ·)). (27)

Compared to the classical mean-field equation in [8], the essential difference of Eq. (15) lies
in the left-hand side, where the characteristic trajectory (X,W ) := (X(t),W (t)) is written as
follows 

d

dt
X = W +A(I + tA)−1X,

d

dt
W = −∇U ∗ ρg(t,X)−A(I + tA)−1W .

(28)

In the rest of this subsection, we will take the simple shear as an example (see [31, Theorem
3.1]), in which case A is rank-1 and traceless, i.e.,

L(t) = A(I + tA)−1 =

0 K 0
0 0 0
0 0 0

 , with K ̸= 0. (29)

In fact, for the purpose of future extension, we consider a rather general field ξ and an operator
H that satisfy a certain class of hypotheses, instead of assuming a specific form. Specifically, we
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consider the following system:
d

dt
X = ξ(t,X,W ),

d

dt
W = H[g](t,X,W ) = E[g](t,X) + η(t,W ) .

(30)

Here, we will present the sufficient hypotheses that ensure the fulfillment of ξ and H for
the specific case of Eq. (28). These hypotheses guarantee the well-posedness of the mean-field
equation Eq.(15).

Hypothesis 2.1. [Hypotheses on ξ]
(i) ξ(t, x, w) is continuous on [0, T ]× R3 × R3.
(ii) There exists a constant Cξ > 0,

|ξ(t, x, w)| ≤ Cξ(1 + |x|+ |w|), ∀t, x, w ∈ [0, T ]× R3 × R3 . (31)

(iii) ξ is locally Lipschitz in variables x and w, i.e., for any compact set D ⊂ R3 × R3, there is
a constant Lξ = Lξ(D) > 0 such that,

|ξ(t, P1)− ξ(t, P2)| ≤ Lξ|P1 − P2|, t ∈ [0, T ], P1, P2 ∈ D.

Remark 2.2. Note that ξ(t, x, w) = w + A(I + tA)−1x satisfies the Hypothesis 2.1 with A(I +
tA)−1 being a simple shear as in (29). Indeed, we have, for all t ∈ [0, T ],

|ξ(t, x, w)| = |w +A(I + tA)−1x| ≤ |w|+K|x|
≤ Cξ(1 + |w|+ |x|),

where Cξ = 1 +K. On the other hand, for all t ∈ [0, T ] and P1, P2 ∈ D,

|ξ(t, P1)− ξ(t, P2)| ≤ |w1 − w2|+K|x1 − x2|
≤ Lξ|P1 − P2| ,

where Lξ = 2(1 +K).

Hypothesis 2.3. [Hypotheses on H]
(i) H[g](t, x, w) is continuous on [0, T ]× R3 × R3.
(ii) For any g(t, ·, ·) ∈ Pc(R3 × R3) with support contained in a ball BR ⊂ R3 × R3 and for all
t ∈ [0, T ], there exists a constant CH = CH(R, T ) > 0,

∥H[g](t, ·, ·)∥L∞(BR) ≤ CH, ∀t ∈ [0, T ]. (32)

(iii) For g, h ∈ P1(R3 × R3) and any ball BR ⊂ R3 × R3,

∥H[g](·, ·)−H[h](·, ·)∥L∞(BR) ≤ LipR
[
H(·, ·)

]
W1

(
g(·, ·), h(·, ·)

)
. (33)

Furthermore, if gt, ht ∈ G such that supp(gt) ∪ supp(ht) ⊂ BR0
for all t ∈ [0, T ]. Then for any

ball BR ⊂ R3 × R3, there exists a constant LH = LH(R,R0) such that

max
t∈[0,T ]

∥H[g](t, ·, ·)−H[h](t, ·, ·)∥L∞(BR) ≤ LHW1

(
g(·, ·, ·), h(·, ·, ·)

)
, (34)

with

max
t∈[0,T ]

LipR
[
H(t, ·, ·)

]
≤ LH.

Remark 2.4. It can be illustrated that the particular operator H[g](t, x, w) = E[g](t, x)+η(t, w)
in the designated model Eqs. (30) satisfies the desired Hypothesis 2.3, as long as E[g](t, x) =
−∇U∗ρg(t, x) satisfies the Hypothesis A.9 as in Appendix A. Consequently, the Lipschitz constant
LipR

[
H(·, ·)

]
in (33) and maxt∈[0,T ] LipR

[
H(t, ·, ·)

]
in (34) will depend on the potential U .
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Finally, we can define the flow operator at time t ∈ [0, T ) of Eqs. (30),

T t
ξ,H : (X(0),W (0)) ∈ R3 × R3 7→ (X(t),W (t)) ∈ R3 × R3 .

Following the definition of the solution as in [8, Definition 3.3], for an initial probability measure
g0(x,w) ∈ P1(R3 × R3), the function

g(t, x, w) : [0, T ) → P1(R3 × R3), t 7→ gt(x,w) := T t
ξ,H#g0(x,w) (35)

is a measure-valued solution to Eq. (15) in the distributional sense, where g(t, x, w) = gt(x,w) =
T t
ξ,H#g0(x,w) is defined as∫

R3×R3

ζ(x,w)g(t, x, w) dxdw =

∫
R3×R3

ζ
(
T t
ξ,H(x,w)

)
g0(x,w) dx dw

for all ζ ∈ Cb(R3 × R3).

2.2.1. Well-posedness theorem of mean-field equation. Our main well-posedness theorem for Eq. (15)
states as follows:

Theorem 2.5 (Existence, uniqueness and stability). Assume that the field ξ(t, x, w) satisfies the
Hypothesis 2.1 and the operator H(t, x, w) satisfies the Hypothesis 2.3.

For any initial datum g0(x,w) ∈ Pc(R3×R3), there exists a measure-valued solution gt(x,w) =
g(t, x, w) ∈ C

(
[0,+∞),Pc(R3 × R3)

)
to Eq. (15), and there is an increasing function R = R(T )

such that for all T > 0,

supp gt(·, ·) ⊂ BR(T ) ⊂ R3 × R3, ∀ t ∈ [0, T ]. (36)

This solution is unique among the family of solutions C
(
[0,+∞),Pc(R3 × R3)

)
satisfying (36).

Moreover, the solution depends continuously with respect to the initial data in the following
sense. Assume that g0, h0 ∈ Pc(R3 × R3) are two initial conditions, and gt, ht are the corre-
sponding solutions to Eq. (15). Then,

W1(gt(·, ·), ht(·, ·)) ≤ e2tLW1(g0(·, ·), h0(·, ·)), ∀t ≥ 0,

where L = max{LP , LH}.

Proof. (Existence and uniqueness): Given any initial condition g0(x,w) ∈ Pc(R3 ×R3) with
support contained in a ball BR0

⊂ R3 × R3 for some R0 > 0, we prove the local existence and
uniqueness of solutions by a fixed-point argument in a complete metric space (G,W1) defined
in (27), where the support of g(t, x, w) is contained in BR for all t ∈ [0, T ] with R = 2R0, and
T > 0 is fixed time that will be determined later on.

We now define an operator Γ on the space G such that its fixed point is the solution to the
mean-field equation Eq. (15). For g ∈ G, if the field ξ(t, x, w) and operator H[·](t, x, w) satisfy
the Hypothesis 2.1 and 2.3, respectively, we define:

Γ[g](t, x, w) := T t
ξ,H[g]#g0(x,w) .

Clearly, if g is the solution to Eq. (15) with the initial condition g0(x,w), then Γ[g] also solves
the same initial value problem. This can be demonstrated using the method of characteristics.

To invoke the fixed-point argument, we need to accomplish the following two tasks.

(I) Show that Γ maps g ∈ G to the same space G under an appropriate choice of time T1.That
is, we need to show that T t

ξ,H[g]#g0(x,w) is a probability measure in P1 with compact

support in BR.
Thanks to the Hypothesis 2.1 and 2.3 on ξ(t, x, w) and H(t, x, w), using Lemma A.2,

we see that | ddtTξ,H[g](P )| ≤ CP for all P ∈ BR0
⊂ R3 × R3 with CP > 0 depending



14 R. D. JAMES, K. QI, AND L. WANG

on R0, T , Cξ and CH. Then as long as T1 is selected such that T1 ≤ R0

CP
, the sup-

port of Γ[g](t, x, w) = T t
ξ,H[g]#g0(x,w) is contained in BR with R = 2R0. Meanwhile,

Γ[g](t, x, w) ∈ P1(R3 × R3) is fulfilled by the mass conservation. Moreover, the time
continuity of Γ[g], i.e., t 7→ Γ[g](t, ·, ·) follows from Lemma A.8. This implies that the
operator Γ[g] mapping from the space G into itself is well-defined.

(II) Demonstrate that Γ is a contraction map in G for specific choices of T2. This is to show
that, for any g, h ∈ G, the following inequality holds:

W1

(
Γ[g](·, ·, ·),Γ[h](·, ·, ·)

)
≤ CW1

(
g(·, ·, ·), h(·, ·, ·)

)
,

where 0 < C < 1 is a constant independent of g and h. Note that, starting from the
same g0 ∈ Pc(R3 × R3) with support contained in BR, we have

W1

(
Γ[g](·, ·, ·),Γ[h](·, ·, ·)

)
= sup

t∈[0,T2]

W1

(
T t
ξ,H[g]#g0(·, ·), T t

ξ,H[h]#g0(·, ·)
)

(37)

Further, for t ∈ [0, T2], we have

W1

(
T t
ξ,H[g]#g0(·, ·), T t

ξ,H[h]#g0(·, ·)
)

≤etLP − 1

LP

(
sup

τ∈(0,T )

∥H[g](τ, ·, ·)−H[h](τ, ·, ·)∥L∞(suppg0)

)

≤etLP − 1

LP
LH sup

τ∈[0,T2]

W1(gτ (·, ·)− hτ (·, ·))

=
etLP − 1

LP
LHW1(g(·, ·, ·), h(·, ·, ·))

(38)

where the first inequality comes from Lemma A.3 when ξ1 = ξ2 = ξ, while the second
inequality utilizes Hypothesis 2.3.

Taking the maximum over t ∈ [0, T2] in (38), we see that

W1

(
Γ[g](·, ·, ·),Γ[h](·, ·, ·)

)
≤ eT2LP − 1

LP
LHW1

(
g(·, ·, ·), h(·, ·, ·)

)
.

Since limT2→0
eT2LP −1

LP
= 0, we can choose T2 small enough such that eT2LP −1

LP
LH < 1.

This ensures that the mapping Γ is contractive on G.

Combining the analysis above, we prove the existence of a unique fixed point of Γ[g] in G by
selecting T = min{T1, T2}. This fixed point, denoted as g(t, x, w), represents the unique solution
to Eq. (15) within the local time interval [0, T ].

Moreover, since the time T is independent of the initial condition and mass conservation is
ensured, we can extend the solution equally to any global time interval by repeating the same
argument. This extension is valid as long as the support of the solution remains compact, which
has been verified in Lemma A.1.
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(Stability): Following the previous argument, we can choose any fixed T > 0 and R > 0
such that the supports of gt(x,w) and ht(x,w) are contained in BR for t ∈ [0, T ]. Then we have:

W1(gt(·, ·), ht(·, ·))

=W1

(
T t
ξ,H[g]#g0(·, ·), T t

ξ,H[h]#h0(·, ·)
)

≤W1

(
T t
ξ,H[g]#g0(·, ·), T t

ξ,H[h]#g0(·, ·)
)
+W1

(
T t
ξ,H[h]#g0(·, ·), T t

ξ,H[h]#h0(·, ·)
)

≤∥T t
ξ,H[g] − T t

ξ,H[h]∥L∞(supp g0) + LipR
[
T t
ξ,H[h]

]
W1

(
g0(·, ·), h0(·, ·)

)
≤
∫ t

0

e(t−τ)LP ∥H[g](τ, ·, ·)−H[h](τ, ·, ·)∥L∞(BR) dτ + etLPW1

(
g0(·, ·), h0(·, ·)

)
≤
∫ t

0

e(t−τ)LPLipR
[
H
]
W1

(
gτ (·, ·), hτ (·, ·)

)
dτ + etLPW1

(
g0(·, ·), h0(·, ·)

)
.

Note that LipR
[
H
]
≤ LH for all t ∈ [0, T ], we can choose L = max{LP , LH} such that, for all

t ∈ [0, T ]

e−tLW1(gt(·, ·), ht(·, ·)) ≤ L

∫ t

0

e−τLPW1

(
gτ (·, ·), hτ (·, ·)

)
dτ +W1

(
g0(·, ·)− h0(·, ·)

)
.

Then using Gronwall’s inequality, we have the following estimate

W1(gt(·, ·), ht(·, ·)) ≤ e2tLW1

(
g0(·, ·)− h0(·, ·)

)
, ∀t ∈ [0, T ].

This completes the proof.
□

2.2.2. Proof of the mean-field limit. As a consequence of the well-posedness established in The-
orem 2.5, we are able to offer a theoretical justification for the mean-field limit, i.e., Eq. (15).
Apart from the derivation via the BBGKY hierarchy, an alternative approach to obtaining the
mean field equation is by assuming that the solution g represents an empirical measure of a
collection of particles, characterized as follows.

Lemma 2.6. Consider the following dynamical system
d

dt
xi = ξ(t, xi, wi), i = 1, ..., N,

d

dt
wi = H[gNt ](t, xi, wi), i = 1, ..., N,

(39)

where ξ(t, x, w) and H(t, x, w) satisfy the Hypothesis 2.1 and 2.3, respectively. Let gNt (x,w) :
[0, T ] 7→ P1(R3 × R3) be a probability measure defined as

gNt (x,w) :=
1

N

N∑
i=1

δ(x− xi(t))δ(w − wi(t)). (40)

If xi, wi : [0, T ] 7→ R3, for i = 1, ..., N , is a solution to Eqs. (39), then gNt (x,w) is the measure-
valued solution to Eq. (15) with the initial condition

gN0 (x,w) :=
1

N

N∑
i=1

δ(x− xi(0))δ(w − wi(0)). (41)

For the sake of completeness, the detailed derivation is provided in Appendix B. With the
support of Theorem 2.5, we can rigorously justify the convergence of the measure-valued solution.
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Theorem 2.7 (Convergence of the empirical measure). Under the Hypothesis 2.1 and 2.3, for
any initial datum g0 ∈ Pc(R3 × R3), consider a sequence of gN0 in the form of (41) such that

lim
N→∞

W1

(
gN0 (·, ·), g0(·, ·)

)
= 0.

Let gNt be given by (40), where (xi(t), wi(t)) solves Eqs. (14) with initial conditions (xi(0), wi(0)).
Then we have

lim
N→∞

W1

(
gNt (·, ·), gt(·, ·)

)
= 0

for all t ≥ 0, where gt(x,w) is the unique measure-valued solution to Eq. (15) with initial data
g0(x,w).

3. A Boltzmann-type model for short-range interaction

In this section, we will derive the Boltzmann type equation based on the scaling in Eqs. (17).

3.1. Derivation via BBGKY Hierarchy. As in the previous section, we begin with the Li-
ouville equation Eq. (22). However, in this case, we need to account for the range of interaction
and define the marginals in the truncated domain R3 \ {ZN , |xi − xj | ≤ ε, for i ̸= j}. The

marginals are now denoted as P̃ (s)(t, Zs) instead of P (s)(t, Zs):

P̃ (s)(t, Zs) :=

∫
R6(N−s)

P (N)(t, z1, z2, ..., zN )
∏

i∈[1,s]
j∈[s+1,N ]

1|xi−xj |>ε dzs+1...dzN

=

∫
R6(N−s)

P (N)(t, z1, z2, ..., zN )1XN∈Ds
N
dzs+1...dzN ,

where

Ds
N :=

{
(x1, ..., xN ) ∈ R3N

∣∣∣ |xi − xj | > ε, ∀(i, j) ∈ [1, s]× [s+ 1, N ]
}
,

and Zs is defined in (21). Our derivation follows the strategies outlined in King [34] and Gallagher

et al. [20]. When s = 1, the truncated one-particle marginals P̃ (1) is

P̃ (1)(t, z1) =

∫
R6(N−1)

P (N)(t, z1, z2, ..., zN )

N∏
j≥2

1|x1−xj |>ε dz2...dzN

=

∫
R6(N−1)

P (N)(t, z1, z2, ..., zN )1XN∈D1
N
dz2...dzN .

(42)

Then our goal is to find the weak form satisfied by P̃ (1)(t, z1).

To this end, we first derive a more general form satisfied by s-particle marginals P̃ (s)(t, Zs).
Given a smooth and compactly supported function ϕ(t, Zs) defined on R+ × R6s, we have, by
considering Eqs. (17) and starting from Eq. (22),∫

R+×R6N

(∂P (N)(t, ZN )

∂t
+

N∑
i=1

[
wi · ∇xi

P (N) + [A(I + tA)−1xi] · ∇xi
P (N)

]
(t, ZN )

−
N∑
i=1

[1
ε

N∑
j=1
i ̸=j

G

(
|xi − xj |

ε

)
· ∇wi

P (N) + [A(I + tA)−1wi] · ∇wi
P (N)

]
(t, ZN )

)
× ϕ(t, Zs)1XN∈Ds

N
dZN dt = 0.

(43)

Then the equation satisfied by P̃ (s)(t, Zs) follows from integration by parts. More precisely, we
denote Xs := (x1, ..., xs) ∈ R3s and Ws := (w1, ..., ws) ∈ R3s.
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(I) For the first term on the time derivative of P (N), we have

∫
R+×R6N

∂P (N)(t, ZN )

∂t
ϕ(t, Zs)1XN∈Ds

N
dZN dt

=−
∫
R6N

P (N)(0, ZN )ϕ(0, Zs)1XN∈Ds
N
dZN −

∫
R+×R6N

P (N)(t, ZN )
∂ϕ(t, Zs)

∂t
1XN∈Ds

N
dZN dt

=−
∫
R6s

P̃ (s)(0, Zs)ϕ(0, Zs) dZs −
∫
R+×R6s

P̃ (s)(t, Zs)
∂ϕ(t, Zs)

∂t
dZs dt,

where we notice the definition of P̃ (s) in the second equality.

(II) For the second term on the spatial derivative of P (N), we define, for any coupled index
(i, j) ∈ [1, N ]× [1, N ],

Σs
N (i, j) :=

{
XN ∈ R3N , |xi − xj | = ε

∣∣∣ ∀(k, l) ∈ [1, s]× [s+ 1, N ]/{i, j}, |xk − xl| > ε
}
,

which is a smooth sub-manifold of {XN ∈ R3N , |xi − xj | = ε}. If denoting dσi,j
N as its surface

measure and ni,j the outward normal vector to Σs
N (i, j), we obtain via integration by parts,

N∑
i=1

∫
R+×R6N

wi · ∇xiP
(N)(t, ZN )ϕ(t, Zs)1XN∈Ds

N
dZN dt

=−
s∑

i=1

∫
R+×R6N

wiP
(N)(t, ZN ) · ∇xiϕ(t, Zs)1XN∈Ds

N
dZN dt

+

N∑
i,j=1
i̸=j

∫
R+×R3N×Σs

N (i,j)

ni,j ·WNP (N)(t, ZN )ϕ(t, Zs) dσ
i,j
N dWN dt

=−
s∑

i=1

∫
R+×R6N

wiP
(N)(t, ZN ) · ∇xi

ϕ(t, Zs)1XN∈Ds
N
dZN dt

+ (N − s)

s∑
i=1

∫
R+×R3N×Σs

N (i,j)

νi,s+1

√
2

· (ws+1 − wi)P
(N)(t, ZN )ϕ(t, Zs) dσ

i,j
N dWN dt,

where νi,j =
xi−xj

|xi−xj | and we have used the fact that P (N) satisfies the permutation invariance,

i.e., P (N)(t, Zσ(N)) = P (N)(t, ZN ).
Similarly,

N∑
i=1

∫
R+×R6N

[A(I + tA)−1xi] · ∇xi
P (N)(t, ZN )ϕ(t, Zs)1XN∈Ds

N
dZN dt

=−
s∑

i=1

∫
R+×R6s

P̃ (s)(t, Zs)[A(I + tA)−1xi] · ∇xi
ϕ(t, Zs) dZs dt

−
s∑

i=1

∫
R+×R6s

Tr[A(I + tA)−1]P̃ (s)(t, Zs)ϕ(t, Zs) dZs dt

+ (N − s)

s∑
i=1

∫
R+×R3N×Σs

N (i,j)

νi,s+1

√
2

· [A(I + tA)−1(xs+1 − xi)]P
(N)(t, ZN )ϕ(t, Zs) dσ

i,j
N dWN dt.
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(III) For the third term including the potential, we split the sum into two parts:

1

ε

N∑
i=1

N∑
j=1
i ̸=j

∫
R+×R6N

∇xi
U

(
|xi − xj |

ε

)
· ∇wi

P (N)(t, ZN )ϕ(t, Zs)1XN∈Ds
N
dZN dt

=
1

ε

s∑
i,j=1
i̸=j

∫
R+×R6N

∇xi
U

(
|xi − xj |

ε

)
· ∇wi

P (N)(t, ZN )ϕ(t, Zs)1XN∈Ds
N
dZN dt

+
1

ε

N∑
i,j=s+1

i ̸=j

∫
R+×R6N

∇xi
U

(
|xi − xj |

ε

)
· ∇wi

P (s)(t, Zs)ϕ(t, Zs)1XN∈Ds
N
dZN dt,

where the second term on the right-hand side vanishes due to the appearance of ∇wi
ϕ(t, Zs) for

i = s+ 1, ..., N after integration by parts. Therefore, it becomes

1

ε

N∑
i=1

N∑
j=1
i ̸=j

∫
R+×R6N

∇xi
U

(
|xi − xj |

ε

)
· ∇wi

P (N)(t, ZN )ϕ(t, Zs)1XN∈Ds
N
dZN dt

=− 1

ε

s∑
i,j=1
i ̸=j

∫
R+×R6N

∇xi
U

(
|xi − xj |

ε

)
· ∇wi

ϕ(t, Zs)P̃
(s)(t, Zs) dZs dt.

(IV) For the fourth term on the derivative of w:

N∑
i=1

∫
R+×R6N

[A(I + tA)−1wi] · ∇wi
P (N)(t, ZN )ϕ(t, Zs)1XN∈Ds

N
dZN dt

=−
s∑

i=1

∫
R+×R6s

P̃ (s)(t, Zs)[A(I + tA)−1wi] · ∇wi
ϕ(t, Zs) dZs dt

−
s∑

i=1

∫
R+×R6s

Tr[A(I + tA)−1]P̃ (s)(t, Zs)ϕ(t, Zs) dZs dt.
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Combining the terms (I)-(IV) altogether, Eq. (43) becomes

∫
R+×R6s

P̃ (s)(t, Zs)
[
∂tϕ+

s∑
i=1

(
wi∇xi

ϕ+ [A(I + tA)−1xi] · ∇xi
ϕ− [A(I + tA)−1wi] · ∇wi

ϕ
)

− 1

ε

s∑
j=1
i ̸=j

∇xi
U

(
|xi − xj |

ε

)
· ∇wi

ϕ
]
(t, Zs) dZs dt

=−
∫
R6s

P̃ (s)(0, Zs)ϕ(0, Zs) dZs

− (N − s)

s∑
i=1

∫
R+×R3N×Σs

N (i,s+1)

νi,s+1

√
2

· (ws+1 − wi)P
(N)(t, ZN )ϕ(t, Zs) dσ

i,s+1
N dVN dt

+ (N − s)

s∑
i=1

∫
R+×R3N×Σs

N (i,s+1)

νi,s+1

√
2

· [A(I + tA)−1(xs+1 − xi)]P
(N)(t, ZN )ϕ(t, Zs) dσ

i,s+1
N dVN dt

=−
∫
R6s

P̃ (s)(0, Zs)ϕ(0, Zs) dZs − (N − s)ε2
∫
R+×R6s

Qs,s+1(P
(s+1))(t, Zs)ϕ(t, Zs) dZs dt

+ (N − s)ε3
∫
R+×R6s

Q′
s,s+1(P

(s+1))(t, Zs)ϕ(t, Zs) dZs dt,

(44)

where the derivation of the termQs,s+1(P
(s+1)) in the last equality directly follows [20, Paragraph

9.3-9.4], which neglects higher-order interactions except for those between binary particles:

Qs,s+1(P̃
(s+1))(t, Zs) :=

s∑
i=1

∫
R3

∫
S2
b(wi − ws+1, ωi,s+1)×[

P (s+1)(t, x1, w1, ..., xi, w
′
i, ..., xs, ws, w

′
s+1)− P (s+1)(t, Zs, xi, ws+1)

]
dωi,s+1 dws+1,

and similarly,

Q′
s,s+1(P̃

(s+1))(t, Zs) :=

s∑
i=1

∫
R3

∫
S2
b

(
A(I + tA)−1 xi − xs+1

|xi − xs+1|
, ωi,s+1

)
×[

P (s+1)(t, x1, w1, ..., xi, w
′
i, ..., xs, ws, w

′
s+1)− P (s+1)(t, Zs, xi, ws+1)

]
dωi,s+1 dws+1.

Here (w′
i, w

′
s+1) is obtained from (wi, ws+1) by applying the inverse scattering operator defined

in [20, Definition 8.2.1], and collision kernel b has the same definition as in [20, Definition 8.3.3
and Eq. (8.3.5)], or more specifically,

νi,s+1 · (wi −ws+1) dσ
i,s+1
N =

1

ε
(xi − xs+1) · (wi −ws+1) dσ

i,s+1
N = ε2b(wi −ws+1, ωi,s+1) dωi,s+1.

Taking the Boltzmann-Grad limit Nε2 → O(1) (or in the case of general dimension d,
Nεd−1 → O(1) ) as N → ∞ and ε → 0, the integral term involving Q′

s,s+1 in Eq. (44) vanishes,

since Nε3 → 0 in such a limit. Therefore, formally P̃ (s)(t, Zs) satisfies the following equation in
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the weak sense:

∂P̃ (s)

∂t
+

s∑
i=1

(
wi · ∇xi P̃

(s) + [A(I + tA)−1xi] · ∇xi
P̃ (s) − [A(I + tA)−1wi] · ∇wi

P̃ (s)
)

− 1

ε

s∑
i,j=1
i ̸=j

∇xi
U

(
|xi − xj |

ε

)
· ∇wi

P̃ (s) = Qs,s+1(P̃
(s+1)).

(45)

In particular, when s = 1 in Eq. (45), we have the corresponding equation for one-particle

distribution function P̃ (1)(t, z1):

∂P̃ (1)(t, z1)

∂t
+ w1 · ∇x1 P̃

(1)(t, z1) + [A(I + tA)−1x1] · ∇x1
P̃ (1)(t, z1)

− [A(I + tA)−1w1] · ∇w1 P̃
(1)(t, z1) = Q1,2(P̃

(2))(t, z1),

where the collision operator Q1,2(P
(2)) is

Q1,2(P̃
(2))(t, z1) :=

∫
R3

∫
S2
b(w1−w2, ω1,2)

[
P̃ (2)(t, x1, w

′
1, x2, w

′
2)−P̃ (2)(t, x1, w1, x2, w2)

]
dω1,2 dw2

=

∫
R3

∫
S2
b(w1−w2, ω1,2)

[
P̃ (1)(t, x1, w

′
1)P̃

(1)(t, x2, w
′
2)−P̃ (1)(t, x1, w1)P̃

(1)(t, x2, w2)
]
dω1,2 dw2 .

Here we have assumed the propagation of chaos

P̃ (2)(t, x1, w1, x2, w2) = P̃ (1)(t, x1, w1)P̃
(1)(t, x2, w2) .

Further, after considering the homogeneity in x and renaming w as w1, w∗ as w2, and ω1,2

as ω, we arrive at the homo-energetic Boltzmann equation Eq. (6), where g(t, w) = P̃ (1)(t, z1) =

P̃ (1)(t, x1, w1).

3.2. Properties of the homo-energetic Boltzmann equation. In contrast to the classical
Boltzmann equation Eq. (3), the Eq. (6) derived from OMD has been effectively reduced in di-
mension due to spatial homogeneity, similar to the principles of microscopic molecular dynamics.
Its solution, often called homo-energetic solution, can be regarded as a special type of solution
to the full Boltzmann equation Eq. (3).

The existence and uniqueness of the homo-energetic solution to Eq. (6) in L1 were initially
established by C. Cercignani in a specific instance of the deformation matrix L(t) known as
the shear affine flow, as discussed in [11]. This analysis considered the collision operator with
an angular cutoff cross-section, such as the hard-sphere model. In the case of the Maxwellian
molecule, corresponding to γ = 0 in the kinetic part of the collision kernel B, the hyperbolic
effect L(t)w ·∇wg and the collision effect Q(g, g) exhibit similar magnitudes. The well-posedness
theory of the solution in the general case has been demonstrated within the class of Radon
measures by James et al. [31] or under the Fourier transform framework by Bobylev et al. [6].

One of the fundamental distinctions between the solution to the classical Boltzmann equation
and the homo-energetic solution to Eq. (6) lies in their behavior at large times. It is well known
that the solution to the homogeneous Boltzmann equation converges to the global Maxwellian
equilibrium, determined by the initial condition. However, for the homo-energetic equation
Eq. (6), due to the presence of the deformation matrix L(t) and its associated viscous heating
effect, the equilibrium is no longer Maxwellian and the energy (or temperature) of the system
steadily increases with time.

In fact, the large-time behavior of the homo-energetic solution varies depending on the inter-
play between the hyperbolic term L(t)w · ∇wg and the collision term Q(g, g). In the case of the
Maxwellian molecule, where the collision kernel exhibits zero homogeneity, a distinct self-similar
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profile has been observed [38]. This self-similar distribution differs from the Maxwellian distri-
bution and is characterized by a polynomial decay of velocity at the tails. This behavior has
been numerically confirmed in previous studies [22].

More particularly, consider the self-similar transformation,

g(t, w) = e−3βtG
( w

eβt

)
,

Eq. (6) can be re-written as

−β∇w · (wG)−∇w · (LwG) = Q(g, g) , (46)

where L ∈ M3×3(R), β ∈ R. Then its well-posedness is established in the following theorem.

Theorem 3.1. [31] Let the collision kernel B = b(cos θ) be Maxwellian molecule and
∫ 1

−1
b(x)x2(1−

x2) dx be strictly positive. There exists a sufficiently small k0 > 0 such that, for any ζ ≥ 0 and
any L ∈ M3×3(R) satisfying ∥L∥ ≤ k0b, there exists β ∈ R and G(w) that solve Eq. (46) in the
sense of measure and satisfy∫

R3

G(w) dw = 1,

∫
R3

wjG(w) dw = 0,

∫
R3

|w|2G(w) dw = ζ .

In addition to [31], the existence of the self-similar profile was also established by Bobylev,
Nota, and Velazquez in [6] using the Fourier method. Furthermore, in [17], a smooth self-similar
solution with C∞-regularity and dependence on a small shear force was demonstrated based on
a perturbative approach.

Remark 3.2. It is important to note that the existence of self-similar solutions is not limited
to the homo-energetic solution of Eq. (6), but also applies to the classical Boltzmann equation
without deformation forces. However, in the absence of deformation forces, the existence of
self-similar solutions is restricted by the energy conservation property. Specifically, self-similar
solutions can only be demonstrated when they possess an infinite second-order moment [3]. This
condition holds for certain cases, such as the inelastic Boltzmann equation in granular materi-
als [4, 5]. Moreover, the dynamic stability of these infinite energy self-similar profiles has been
established in [39].

4. From Mesoscopic regime to macroscopic regime

In this section, our focus will be on investigating the hydrodynamic limit for the kinetic model
induced by OMD, which bridges the gap between the mesoscopic regime and the macroscopic
regime.

4.1. Universal conservation laws. We begin by revisiting the macroscopic quantities that
arise from classical fluid mechanics. Subsequently, we re-formulate them within the context of
homo-energetic flow (7). Notably, owing to the homogeneity in x of g(t, w), the macroscopic
quantities will solely be time-dependent.

• Density ρ(t, x):

ρ(t, x) =

∫
R3

f(t, x, v) dv =

∫
R3

g(t, w) dw =: ρ(t) . (47)
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• The bulk velocity u(t, x):

u(t, x) =
1

ρ(t, x)

∫
R3

f(t, x, v)v dv

=
1

ρ(t)

∫
R3

g(t, w)[w + L(t)x] dw

=
1

ρ(t)

∫
R3

g(t, w)w dw + [L(t)x]
1

ρ(t)

∫
R3

g(t, w) dw

=L(t)x

where we consider that the class of homo-energetic solution g(t, w) satisfies
∫
R3 g(t, w)w dw =

0 [32, Remark 2.2] in the last equality.
• Internal energy e(t, x) and temperature θ(t, x):

ρ(t, x)e(t, x) =
1

2

∫
R3

f(t, x, v)|v − u(t, x)|2 dv

=
1

2

∫
R3

g(t, w)|w|2 dw

=:ρ(t)e(t)

Consider the equation of state for perfect gas in three dimensions that

e(t, x) =
kBθ(t, x)

γa − 1
=

3

2
θ(t, x) ,

where θ is temperature, kB = 1 is Boltzmann constant, and γa = 1 + 2
d = 5

3 is the
adiabatic exponent. Then the temperature θ(t, x) at position x and time t is

ρ(t, x)θ(t, x) =
2

3

(
1

2

∫
R3

f(t, x, v) [v − u(t, x)]
2
dv

)
=
1

3

∫
R3

g(t, w)|w|2 dw

=:ρ(t)θ(t) .

(48)

• The stress tensor Pij(t, x). Denote c(t, x) := v − u(t, x) as the peculiar velocity, i.e., the
deviation of the microscopic velocity of a molecule from the bulk velocity, then the stress
tensor can be written as:

Pij(t, x) =

∫
R3

ci(t, x)cj(t, x)f(t, x, v) dv

=

∫
R3

wiwjg(t, w) dw

=:Pij(t)

(49)

for i, j = 1, 2, 3.
• The heat flux qi(t, x):

qi(t, x) =

∫
R3

cj(t, x)|c(t, x)|2f(t, x, v) dv

=

∫
R3

wj |w|2g(t, w) dw

=:qi(t)

for i = 1, 2, 3.
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Equipped with the aforementioned notations, we can derive the conservation forms for homo-
energetic flow by multiplying the collision invariants 1, wj , and

1
2 |w|

2 to both sides of Eq. (6).

d

dt
ρ(t) + Tr[L(t)]ρ(t) = 0 ,

ρ(t)

(
dL(t)

dt
+ L2(t)

)
= 0 ,

ρ(t)
de(t)

dt
+

3∑
i=1

3∑
j=1

Pij(t)Lij(t) = ρ(t)
de(t)

dt
+ P (t) : L(t) = 0 ,

(50)

where we use the standard tensor notation P : L = Tr(PTL) = Tr(PLT ).
Eqs. (50) is universally satisfied by the macroscopic quantities, irrespective of whether the

scaling is mean-field or Boltzmann-Grad. The first equation represents the evolution of the
density over time, while the second equation holds true for any L(t) = A(I + tA)−1. The third
equation describes the evolution of the internal energy or temperature.

4.2. Hydrodynamic limit of the Boltzmann-type model. Although Eqs. (50) holds uni-
versally, it is not a closed system due to the absence of an explicit relationship between e and P .
In this subsection, we will address this issue by studying the hydrodynamic limit of the homo-
energetic Boltzmann equation Eq. (6). Through asymptotic analysis, we can derive a constitutive
relation that allows us to close the system.

Consider the homo-energetic Boltzmann equation in a dimensionless manner:

St∂tg(t, w)− [L(t)w] · ∇wg(t, w) =
1

Kn
Q(g, g)(t, w), (51)

where Kn is the Knudsen number, defined as the ratio of the mean free path to the macroscopic
length scale, and St is the Strouhal number, defined as the ratio between macroscopic velocity
and thermal speed. Assume that

Kn = ϵ ≪ 1 and St = 1 ,

Eq. (51) becomes

∂tg(t, w)− [L(t)w] · ∇wg(t, w) =
1

ϵ
Q(g, g)(t, w). (52)

4.2.1. The Compressible Euler limit. We first derive the compressible Euler limit through the
Hilbert expansion. Specifically, we seek the solution of Eq. (52) in the form of a formal power
series in ϵ:

gϵ(t, w) =
∑
n≥0

ϵngn(t, w) = g0(t, w) + ϵg1(t, w) + · · · . (53)

Then at O(ϵ−1), we have
Q(g0, g0)(t, w) = 0 ,

which implies that g0(t, w) is in the form of Maxwellian distribution, i.e.,

g0(t, w) =
ρ(t, x)

[2πθ(t, x)]
3
2

e−
|v−u(t,x)|2

2θ(t,x) . (54)

Since ρ, θ are homogeneous in x from previous discussion and u(t, x) = L(t)x, (54) simplifies to

g0(t, w) = M[ρ(t),θ(t)] :=
ρ(t)

[2πθ(t)]
3
2

e−
|w|2
2θ(t) , ρ(t) > 0, θ(t) > 0 . (55)

At O(ϵ0), we have the following equation(
∂t − [L(t)w] · ∇w

)
g0(t, w) = Q(g0, g1)(t, w) +Q(g1, g0)(t, w) . (56)
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Define the linearized Boltzmann collision operator

LM[ρ,θ]
g := −2M−1

[ρ,θ]
Q(M−1

[ρ,θ]
,M−1

[ρ,θ]
g) . (57)

According to [24, Theorem 3.11], it is stated that LM[ρ, θ] is an unbounded self-adjoint non-
negative Fredholm operator. Furthermore, its null space is spanned by the collision invariants
1, wi, |w|2, where i = 1, 2, 3. Moreover, by setting W = w√

θ(t)
and referring to equation [24,

(3.64)], we can conclude that A(W ) ∈ (Ker Lg0)
⊥
, where

A(W ) := W ⊗W − 1

3
|W |2I =

1

θ(t)
w ⊗ w − 1

3

|w|2

θ(t)
I . (58)

Then, Eq. (56) can be rewritten as

Lg0

(
g1
g0

)
= −

(
∂t − [L(t)w] · ∇w

)
ln g0(t, w) .

Upon a direct calculation, the right-hand side of the above equation can be expressed as follows:(
∂t − [L(t)w] · ∇w

)
ln g0(t, w) =

1

ρ(t)

(
∂t − [L(t)w] · ∇w

)
ρ(t)− 3

2θ(t)

(
∂t − [L(t)w] · ∇w

)
θ(t)

+
(
∂t − [L(t)w] · ∇w

)(
− |w|2

2θ(t)

)
=

1

ρ(t)
∂tρ(t)−

3

2θ(t)
∂tθ(t) + [L(t)w] · w

θ(t)
+

|w|2

2θ2
∂tθ(t).

(59)

We can rearrange the right-hand side of equation (59) and express it as a linear combination of
1, wi, |w|2, where i = 1, 2, 3, and A(W ) in the following form:

−Lg0

(
g0
g1

)
=
(
∂t − [L(t)w] · ∇w

)
ln g0(t, w)

=
1

ρ(t)

(
∂tρ(t) + Tr[L(t)]ρ(t)

)
+

1

2

(
|w|2

θ(t)
− 3

)
1

θ(t)

(
∂tθ(t) +

2

3
Tr[L(t)]θ(t)

)
+A(W ) : D ,

(60)

where D is denoted as

D :=
1

2

(
L(t) + [L(t)]⊤ − 2

3
Tr[L(t)]I

)
. (61)

Clearly, the last term on the right-hand side of Eq. (60) belongs to (KerLg0)
⊥
, while the first

two terms are in KerLg0 .
Therefore, the solvability condition, as stated in [24, (3.63)] for the Fredholm integral problem

(60) requires that the right-hand side of (60) is perpendicular to Ker Lg0 . This condition further
implies that the coefficients of the functions 1 and 1

2

(
|W |2 − 3

)
must vanish, i.e.,

∂tρ(t) + Tr[L(t)]ρ(t) = 0,

∂tθ(t) +
2

3
Tr[L(t)]θ(t) = 0 .

Here the first equation reduces to the same equation in Eqs. (50), while the second one corre-
sponds to the third equation in Eqs. (50) with the relationship between the pressure law, internal
energy and temperature given by:

P = ρ(t)θ(t)I and e(t) =
3

2
θ(t) . (62)
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This system is recognized as the compressible Euler system Eqs. (19) in the case of the perfect
monatomic gas.

4.2.2. The Compressible Navier-Stokes Limit. We further derive the compressible Navier-Stokes
equation by investigating the next order term in the asymptotic expansion. Here we follow [24]
and use a slightly different expansion for the solution:

gϵ(t, w) =
∑
n≥0

ϵngn[P⃗ (t)](w) = g0[P⃗ (t)](w) + ϵg1[P⃗ (t)](w) + · · · . (63)

Compared to the Hilbert expansion (53), we require that g0 has the same first five moments as
gϵ by construction. That is, ∫

R3

g0[P⃗ (t)](w)

(
1

|w|2
2

)
dw = P⃗ (t) ,

where P⃗ is a vector of conserved quantities. As a result,∫
R3

gn[P⃗ (t)](w)

(
1

|w|2
2

)
dw = 0⃗ , for all n ≥ 1 . (64)

This expansion is termed as Chapman-Enskog expansion.
By taking the moments of Eq. (52), the conserved quantities satisfy a system of conservation

laws:

∂tP⃗ (t) =
∑
n≥0

ϵnΦn[P⃗ ](t) = Φ0(t) + ϵΦ1[P⃗ ](t) + · · · , (65)

where the flux term Φn[P⃗ ](t) is denoted from the conservation law associated with Eq. (52)

Φn[P⃗ ](t) =

∫
R3

(
1

|w|2
2

)
[L(t)w] · ∇wgn[P⃗ (t)](w) dw,

for n ≥ 0.
As with the derivation in the previous section, at the leading order O(ϵ0), we obtain that

0 = Q
(
g0[P⃗ (t)], g0[P⃗ (t)]

)
(w),

which implies that g0[P⃗ (t)](w) is in the form of Maxwellian distribution as in Eq. (55).
At the next order O(ϵ1), we have that(
∂t − [L(t)w] · ∇w

)
g0[P⃗ (t)](w) = Q

(
g0[P⃗ (t)], g1[P⃗ (t)]

)
(w) +Q

(
g1[P⃗ (t)], g0[P⃗ (t)]

)
(w). (66)

Using the form of g0[P⃗ (t)](w) in (55) and the fact that P⃗ solves (65), the left hand side of (66)
becomes (

∂t − [L(t)w] · ∇w

)
g0[P⃗ (t)](w) = g0[P⃗ (t)](w) [A(W ) : D] +O(ϵ), (67)

where the O(ϵ) term comes from the high order terms in (65).
Substituting (67) into (66) and omitting the higher order term, and using the definition of

linearization operator Eq. (57), g1[P⃗ (t)](w) is determined by
Lg0[P⃗ (t)]

(
g0[P⃗ (t)]

g1[P⃗ (t)]

)
= − [A(W ) : D] ,

∫
R3

g1[P⃗ (t)](w)

(
1

|w|2
2

)
dw = 0⃗.

(68)
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and therefore g1[P⃗ (t)] can be solved:

g1[P⃗ (t)] = −g0[P⃗ (t)](w) [a(θ, |W |)A(W ) : D] ,

where the scalar quantity a(θ, |W |) is denoted as Lg0[P⃗ (t)](a(θ, |W |)A(W )) = A(W ).

Hence, the first-order correction to the fluxes in the formal conservation law is

Φ1[P⃗ (t)](w) =

∫
R3

[L(t)w] · ∇wg1[P⃗ (t)](w)

(
1

|w|2
2

)
dw

=

 0

µ(θ) 12

(
Tr[L2(t)] + L(t) : L(t)− 2

3 (Tr[L(t)])
2
)  ,

(69)

where the viscosity µ(θ) can be computed as in [24, 5.15]:

µ(θ) =
2

15
θ

∫ ∞

0

a(θ, r)r6
1√
2π

e−r2/2 dr . (70)

Recall Eq. (65) and keeps only the first two order terms, we have

∂tP⃗ (t) = Φ0[P⃗ ](t) + ϵΦ1[P⃗ ](t) mod O(ϵ2) . (71)

Spelling out the flux terms, we have
∂tρ(t) + Tr[L(t)]ρ(t) = 0,

∂tθ(t) +
2

3
Tr[L(t)]θ(t) = ϵµ(θ)

1

2

(
Tr[L2(t)] + L(t) : L(t)− 2

3
(Tr[L(t)])2

)
,

(72)

which recovers the compressible Navier-Stokes system Eqs. (20). This also corresponds to the
Eq. (7)-(10) in [42] and Eq. (29)-(30) in [43].
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Appendix A. Preliminary results for the well-posedness of the mean-field
equation

A.1. Estimates of the new characteristics. Note that Eqs. (30) can be written as the char-
acteristic equation of the new variable P := (X,W ),

d

dt
P = Ψξ,H[g](t, P ),

where Ψξ,H[g](t, P ) : [0, T ] × R3 × R3 → R3 × R3 is the right-hand side of Eqs. (30). Then
mean-field equation Eq. (15) becomes

∂g(t, x, w)

∂t
+ div(Ψξ,H[g]g)(t, x, w) = 0.

To prove the well-posedness of Eq. (15), we first study the induced characteristic trajectories.

Lemma A.1. For the field ξ(t, x, w) satisfying the Hypothesis 2.1 and the operator H(t, x, w)
satisfying the Hypothesis 2.3. Given (X0,W0) ∈ R3 × R3, there exists a unique solution (X,W )
to Eqs. (30) in C1([0, T ], R3 ×R3) with X(0) = X0 and W (0) = W0. In addition, there exists a
constant C0,T depending only on |X0|, |W0|, T such that

|
(
X(t),W (t)

)
| ≤ |

(
X0,W0

)
| etC0,T , ∀t ∈ [0, T ].
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Proof. Considering the field ξ(t, x, w) satisfying the Hypothesis 2.1 and the operator H(t, x, w)
satisfying the Hypothesis 2.3, where the Lipschtz continuity holds for the dynamic equation of
X(t) and W (t), the system Eqs. (30) admits a unique solution on [0, T ) for each initial condition
(X(0),W (0)) ∈ R3 × R3 by applying the standard argument of ordinary differential equations.
On the other hand, the bound can be obtained from the at-most linear growth estimate (31) and
(32). □

Lemma A.2 (Regularity of the characteristic equation). For any T > 0, assume that the field
ξ(t, x, w) satisfies the Hypothesis 2.1 and the operator H(t, x, w) satisfies the Hypothesis 2.3.
Then, for any closed ball BR ⊂ R3 × R3 with R > 0,
(i) Ψξ,H(P ) is bounded in the compact sets: for P = (X,W ) ∈ BR and t ∈ [0, T ],

|Ψξ,H(P )| ≤ CP , ∀P ∈ BR,

where the constant CP > 0 depends on R, T , Cξ and CH.
(ii) Ψξ,H(P ) is locally Lipschitz with respect to x,w: for all P1 = (X1,W1), P2 = (X2,W2) in
BR and t ∈ [0, T ],

|Ψξ,H(P1)−Ψξ,H(P2)| ≤ LP |P1 − P2|, ∀P1, P2 ∈ BR,

where the constant LP > 0 depends on R, T , Lξ and LH.

Lemma A.3 (Dependence of characteristic equation on ξ and H). Assume that there are two
fields ξ1, ξ2 satisfying the Hypothesis 2.1 and two operators H1,H2 satisfying the Hypothesis 2.3.
For any point P 0 ∈ R3 × R3 and R > 0, we assume that,

|T t
ξ1,H1

(P 0)| ≤ R, |T t
ξ2,H2

(P 0)| ≤ R, ∀t ∈ [0, T ].

Then, for t ∈ [0, T ], it holds that∣∣Tξ1,H1
(P 0)− Tξ2,H2

(P 0)
∣∣ ≤ etLp − 1

Lp

(
|Lξ1 − Lξ2 |R+ sup

τ∈(0,T )

∥H1(τ, ·, ·)−H2(τ, ·, ·)∥L∞(BR)

)
,

where the constant LP > 0 depends on R, T , Lξ1 and LH1 .

Proof. We denote Pi(t) = T t
ξi,Hi

(P 0) = (Xi(t),Wi(t)) for i = 1, 2 and t ∈ [0, T ]. These functions

satisfy the characteristic system Eqs. (30): for i = 1, 2,
d

dt
Pi(t) = Ψξi,Hi

(t, Pi(t)),

Pi(0) = P 0.

Then for t ∈ [0, T ],

|P1(t)− P2(t)|

≤
∫ t

0

|Ψξ1,H1
(τ, P1(τ))−Ψξ2,H2

(τ, P2(τ))| dτ

≤
∫ t

0

|Ψξ1,H1
(τ, P1(τ))−Ψξ1,H1

(τ, P2(τ))| dτ +

∫ t

0

|Ψξ1,H1
(τ, P2(τ))−Ψξ2,H2

(τ, P2(τ))| dτ

≤LP

∫ t

0

|P1(τ)− P2(τ)| dτ +

∫ t

0

|Lξ1 − Lξ2 |R+ ∥H1(τ, ·, ·)−H2(τ, ·, ·)∥L∞(BR) dτ.

Finally, by the Gronwall’s inequality, we obtain

|P1(t)− P2(t)| ≤
etLp − 1

Lp

(
|Lξ1 − Lξ2 |R+ sup

τ∈(0,T )

∥H1(τ, ·, ·)−H2(τ, ·, ·)∥L∞(BR)

)
.
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□

Lemma A.4 (Regularity of characteristics with respect to time). For any T > 0, assume that the
field ξ(t, x, w) satisfies the Hypothesis 2.1 and the operator H(t, x, w) satisfies the Hypothesis 2.3.
For any initial condition P 0 = R3 × R3 and R > 0 such that

|T t
ξ,H(P 0)| ≤ R, ∀ t ∈ [0, T ] ,

it holds that

|T t
ξ,H(P 0)− T s

ξ,H(P 0)| ≤ C|t− s|, ∀ s, t ∈ [0, T ],

where the constant C > 0 depends only on R, Cξ and CH.

Proof. This is a direct consequence of the definition of T t
ξ,H(P 0) and the point (ii) in the Hy-

pothesis 2.1 and point (ii) in the Hypothesis 2.3. □

Lemma A.5 (Regularity of characteristics with respect to initial condition). For any T > 0,
assume that the field ξ(t, x, w) satisfies the Hypothesis 2.1 and the operator H(t, x, w) satisfies
the Hypothesis 2.3. For two initial conditions P 0

1 , P
0
2 = R3 × R3 and R > 0 such that

|T t
ξ,H(P 0

1 )| ≤ R, |T t
ξ,H(P 0

2 )| ≤ R, ∀ t ∈ [0, T ] ,

it holds that

|T t
ξ,H(P 0

1 )− T t
ξ,H(P 0

2 )| ≤ |P 0
1 − P 0

2 | etLP , ∀ s, t ∈ [0, T ],

where the constant C > 0 depends only on R, Cξ and CH.

Proof. We denote Pi(t) = T t
ξ,H(P 0

i ) = (Xi(t),Wi(t)) for i = 1, 2 and t ∈ [0, T ]. These functions

satisfy the characteristic system Eqs. (30): for i = 1, 2,
d

dt
Pi(t) = Ψξ,H(t, Pi(t)),

Pi(0) = P 0
i .

Hence, by Lemma A.2, we have

|P1(t)− P2(t)| ≤ |P 0
1 − P 0

2 |+
∫ t

0

∣∣Ψξ,H(t, P1(τ))−Ψξ,H(t, P2(τ))
∣∣ dτ

≤ |P 0
1 − P 0

2 |+ LP

∫ t

0

∣∣P1(τ)− P2(τ)
∣∣dτ .

Then the Gronwall inequality leads to

|P1(t)− P2(t)| ≤ |P 0
1 − P 0

2 | etLP .

In other words, T t
ξ,H is actually Lipschitz continuous on the ball BR ⊂ R3×R3 with the associated

Lipschitz constant LipR
[
T t
ξ,H
]
≤ etLP for t ∈ [0, T ]. □

A.2. Some preliminary lemmas. This subsection is dedicated to presenting some preliminary
lemmas and hypotheses that will be utilized to establish the well-posedness of Eq. (15). The
first part focuses on the transport of probability measures along the characteristic trajectory, as
demonstrated in the previous subsection.

Lemma A.6. [8, Lemma 3.11] Let P1, P2 : R3 → R3 be two Borel measurable functions, and
let g ∈ P1(R3). Then,

W1(P1#g, P2#g) ≤ ∥P1 − P2∥L∞(suppg).
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Lemma A.7. [8, Lemma 3.13] Take a locally Lipschitz map T : R3 → R3 and f, g ∈ P1(R3)
with compact support contained in the ball BR. Then,

W1(T #f, T #g) ≤ LW1(f, g).

where L is the Lipschitz constant of T on the ball BR.

Lemma A.8 (Continuity with respect to time). For any T > 0, assume that the field ξ(t, x, w)
satisfies the Hypothesis 2.1 and the operator H(t, x, w) satisfies the Hypothesis 2.3.
For any probability measure g ∈ Pc(R3 × R3) with compact support in the ball BR, there exists
C > 0 depending only on R, Cξ and CH such that, for any t, s ∈ [0, T ],

W1

(
T t
ξ,H#g, T s

ξ,H#g
)
≤ C|t− s|,

where T t
ξ,H is defined as in (35).

Proof. Thanks to the Lemma A.6, and the Lemma A.4 about the continuity of characteristics
with respect to time, we have

W1

(
T t
ξ,H#g(·, ·), T s

ξ,H#g(·, ·)
)
≤ ∥T t

ξ,H − T s
ξ,H∥L∞(suppf) ≤ C|t− s|,

where the constant C > 0 depends on R, Cξ and CH as in the Lemma A.4 □

Additionally, it is worth mentioning that the operator Hg is constructed as Hg = Eg −
η(t, w) = −∇U ∗ρg(t,X)−A(I+ tA)−1W . In order for Hg to sufficiently satisfy Hypothesis 2.3,
we will refer to the following hypothesis and lemmas concerning E[g] and U .

Hypothesis A.9. [8, Hypothesis 3.1] (i) E(t, x) is continuous on [0, T ]× R3.
(ii) For some CE > 0,

|E(t, x)| ≤ CE(1 + |x|), ∀t, x ∈ [0, T ]× R3. (73)

(iii) E is locally Lipschitz with respect to x, i.e., for any compact support set D ⊂ R3, there is
LD such that

|E(t, x)− E(t, y)| ≤ LD|x− y|, for t ∈ [0, T ] and x, y ∈ D.

More particularly, since E(t, x) takes the form E(t, x) = E[g](t, x) = ∇U ∗ ρg(t, x), we have
the following properties.

Lemma A.10. [8, Lemma 3.14] Consider a potential U ∈ C1 : R3 → R such that ∇U is locally
Lipschitz and there is some constant C > 0,

|∇U(x)| ≤ C(1 + |x|), ∀x ∈ R3 .

Let g ∈ P1(R3 × R3) be a probability measure with support in a ball BR. Then,

∥E[g]∥L∞(BR) ≤ ∥∇U∥L∞(B2R),

and

LipR(E[g]) ≤ Lip2R(∇U).

Lemma A.11. [8, Lemma 3.15] For g, h ∈ P1(R3 × R3) and R > 0, it holds that

∥E[g]− E[h]∥L∞(BR) ≤ Lip2R(∇U)W1(g, h).



30 R. D. JAMES, K. QI, AND L. WANG

Appendix B. Derivation of the mean-field limit using empirical measure

Here we provide an alternative derivation of the mean-field limit using empirical measures.
Let

gN (t, x, w) =
1

N

N∑
i=1

δ(w − wi(t))δ(x− xi(t))

be the empirical measure associated with N molecules, where δ is the Dirac delta function. Then
for any suitable test function φ(x,w), we have that

d

dt

〈
gN (t, x, w), φ(x,w)

〉
x,w

=
1

N

N∑
i=1

d

dt
φ(xi(t), wi(t))

=
1

N

N∑
i=1

∇xφ(xi(t), wi(t)) · ẋi(t) +
1

N

N∑
i=1

∇wφ(xi(t), wi(t)) · ẇi(t)

=
1

N

N∑
i=1

∇xφ(xi(t), wi(t)) ·
[
wi(t) +A(I + tA)−1xi(t)

]
︸ ︷︷ ︸

:=(I)

− 1

N

N∑
i=1

∇wφ(xi(t), wi(t)) ·
1

N

N∑
l=1

∇xU(|xi(t)− xl(t)|)︸ ︷︷ ︸
:=(II)

− 1

N

N∑
i=1

∇wφ(xi(t), wi(t)) ·A(I + tA)−1wi(t)︸ ︷︷ ︸
:=(III)

,

where the dynamical system Eqs. (14) about (ẋi(t), ẇi(t)) is substituted in the last equality
above.

For the first term (I), we have

(I) =
1

N

N∑
i=1

∇xφ(xi(t), wi(t)) ·
[
wi(t) +A(I + tA)−1xi(t)

]
=
〈
gN (t, x, w),

[
w(t) +A(I + tA)−1x(t)

]
∇xϕ(x,w)

〉
x,w

.

Similarly, the third term (III) rewrites as

(III) =− 1

N

N∑
i=1

∇wφ(xi(t), wi(t)) ·A(I + tA)−1wi(t)

=−
〈
gN (t, x, w), [A(I + tA)−1w] · ∇wφ(x,w)

〉
x,w

.
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The second term (II) is a bit more involved:

(II) =− 1

N

N∑
i=1

 1

N

N∑
j=1

∇xU(|xi(t)− xj(t)|) · ∇wφ(xi(t), wi(t))


=−

〈
gN (t, x, w),

1

N

N∑
j=1

∇xU(|x− xj(t)|) · ∇wφ(x,w)

〉
x,w

=−

〈
gN (t, x, w),

〈
∇xU(|x− y|), 1

N

N∑
l=1

δ(y − xj(t))

〉
y

· ∇wφ(x,w)

〉
x,w

=−
〈
gN (t, x, w),

〈
∇xU(|x− y|), ρgN (t, y)

〉
y
(t, x) · ∇wφ(x,w)

〉
x,w

=−
〈
gN (t, x, w), [∇xU ∗ ρgN ](t, x) · ∇wφ(x,w)

〉
x,w

,

where ρgN (t, y) :=
∫
R3 g

N (t, y, w) dw.
Combining all terms together, we obtain the following weak form of the evolution equation

for gN :〈∂gN (t, x, w)

∂t
− [∇xU ∗ ρgN ](t, x, w) · ∇wg

N (t, x, w)−∇w · [A(I + tA)−1wgN (t, x, w)]

+∇x ·
( [

w +A(I + tA)−1x
]
gN (t, x, w)

)
, φ(x,w)

〉
x,w

= 0 .

In the strong form, it becomes

∂gN (t, x, w)

∂t
+
[
w +A(I + tA)−1x

]
· ∇xg

N (t, x, w)− [A(I + tA)−1w] · ∇wg
N (t, x, w)

= [∇xU ∗ ρgN ](t, x, w) · ∇wg
N (t, x, w).

Then, if further considering that gN is homogeneous in x, it reduces to

∂gN (t, w)

∂t
− [A(I + tA)−1w] · ∇wg

N (t, w) = 0 .

since the non-linear term will vanish due to the symmetry of the potential U ,

[∇xU ∗ ρgN ](t, x, w) = ρgN (t)

∫
R3

∇xU(|x− y|) dy = 0.
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[22] V. Garzó and A. Santos, Kinetic theory of gases in shear flows, vol. 131 of Fundamental Theories of

Physics, Kluwer Academic Publishers Group, Dordrecht, 2003. Nonlinear transport, With a foreword by

James W. Dufty.

[23] F. Golse, The mean-field limit for the dynamics of large particle systems, in Journées “Équations aux
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