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CATALOG DESCRIPTION:

Nonlinear programming, convexity, gradient
method, constrained optimization, Lagrangian
function, the KKT condition, duality theory,
dynamic optimization.

COURSE TOPICS:

1. Optimality conditions for
unconstrained optimization;

2. Gradient method;

3. The KKT optimality condition for
constrained optimization;

4. Concept of dynamic optimization;

5. Applications of nonlinear optimization.

COURSE OBIJECTIVES

1. To help students understand the
optimality conditions for an
optimization model;

2. To train students to use Excel and
Matlab to solve linear and quadratic
optimization models;

3. Tointroduce students basic solution
methods, such as the gradient method
for nonlinear optimization, and the
dynamic optimization principle;

4. To get students acquainted with the
modeling power of nonlinear
programming to solve practical
problems.




COURSE OUTCOMES

Students learn to solve engineering
design problems by optimization
models.

Students learn the basic solution
techniques, such as the gradient
method, the KKT optimality conditions,
and the dynamic programming
principle;

Students learn to use Excel and Matlab
to solve optimization models.
Students learn to interpret the
solutions, and communicate their
findings in a scientific manner.

ASSESSMENT TOOLS:

1 midterm examination and a final
examination.
Biweekly assignments.




